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Food of Sangam Five Thinai People .
yeeraui Grr. &. Gagpsr fr / Dr. R. K. Catherin Freeda

werIU@ESL I uggieusdls) GHTe) GouaTTITENLD QUL AULD
Proto-Agriculture in the Sangam Period with Special Reference to
Malaipatukataam

yewerauir Gr. Garalpgrrg / Dr. R. Govind:

sfared Qumeustsgrafsr allprGsrbud Apiiy
Hospitality of Karikal Peruvazhathaan
wpeersuir Gsr. A. Csrevtiugrev / Dr. K. S. Kolappadhas
CBiLiZe Blov wésefsr o_enreyb Gsmifleid
The Food and Occupation of the Neithal Thinai People
yooaraur 5. 0. &. stdgrmgr / Dr. N. S. K. Sangeethratha
TLBS0sTmeE ST B oG TidLIs) LTy
Hospitality in Ettuthogai
@)r. Freuewmtsir / R. Saravanan
uphsBlpfer 2_erey eopasr
Variety of Cusine among the Ancient Tamil People
weearsui u. Gsm. srevsug) / Dr. P. G. Saraswathi
UDETerHHls) srenTiiL@Bib 2_swrey pewmaer
Food Types in Purananooru
wpenearauir @p. £y Ggafl / Dr. M. Chithra Devi
FhIsS SL0\pifleT o_enTeyssr
Foods of the Sangam Tamils
wenswaui Br. Aeug e / Dr. N. Sivaguru
&shis @evsslwutiseafled gyl (sremmrer)
Mushroom (Aambi) in Sangam Literature
yenaraui &r. &Em/ Dr. S. Sudha

FRISETE) LDESETE| 2_NT6Y QUNES ST
Kinds of Food of the Sangam People
#@. . &ugrrg / Mr. N. Subaraj

Fu1s @levs&luggle) Grrhnientr
Chotruna in Sangam Literature

YTl . H@rEr gomitev / Dr. A. Sujatha Joice
QDpItueL prhsefls o_ereyib aflm G5 ribug)id
Food and Hospitality in the Books of Aatruppadai

U&S 6Teisy
Page No

101-109

110-119

120-129

130-138

139-145

146-152

153-160

161-167

168-175

176-185
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Fms @osadlwsdler Campmientr

yeoarat o). sgrsr prbev, 5004 giop o saloGurrMut, Brendld £4Carallds e whHpio oy falaw
sogrd, seflwdaralamen, saraflurgod wrad o, sHsrE.

ORCiD: https:/forcid.org/0009-0004-6282-212X
DOI: 10.5281/zenod0.8397651

LY UINEF HmESLD

weflgefisir sy s g GCEemousearrs o_snray ot 2_opafll b STeTULBH siTm S
FIWTST 2_somallaptb Friwrsor Yo wblsirn weflgeir saurpisrgin o evralam 2 ufli
SUTY (Pl WITSI STETLIS) g &t Yl o_avreviw. o ey werfls o_ulissi L @lsrr] usy
srouce. syiplewer o ulflsrrissr woph wre GlFy ClETYy SEEEGE Fnl CHdauuirs
2 areng). weallgisaralu prn sre) P L GHlar auariss BIDVECEDL 2_s0Tema Lssury
FOUSS| BFBSI  UGHSTICHID.  BLd  wpsirGarriserrdw UpBSUIPTEST  LIVSTLILIC L
2-TD&Y LWSTUBSSTrgy Corrppyswrralng &5 wpsdlugsgius ClsrBssaT: BN
FEI% Qvsalumiseflsy srevriuGy usvalswrsar Corppyemtr ausnaser FTSTDTEIDS). FEI15
STVS SUPTEear LUSTII L. sy UDSHNNUILD LISVSUTLY FEDSS 2 63T 6317 Hsv
suswas uflevrsr Cermmyenrr Gaflnil 1 fsv Blaspeysetlsh ! GG Fevwgs) LwsTUBSSILI L
Clrdsgluyip syrflwevrEngy

FpeFtleThast: sis @esslwi, Garphmew, UYhSLOIT H6T.

psiTgIen

wesfllgeflsr gy liuemL g Camawrs o_swayio 2 enL_Wib, 2 _NMIEHLD IjemLodlsiTmerT.
@0 pssireww Qupiug o eGauwTEn. 2 s o ulliser 2 ewradlsitnf]l surpgedlsvsnsv.
26WI6] GTETUSI 2 L&) uMTFAUDLUSHSTT (Po  YSTTOTE v ulsTyl e
FPSTWSH6T USTUTL B G UL LSTENLD YMmUESTDS. 2 awrey pewm sTETUZ) euGleur(m
BrLigeT &OOIUYD GYs Blo Smwiy wHnin ke uulfeiu@in aflerQuTHL_safls
SguumL GG  mwdlaTng. Gsmar QST SOHUCuTmsT unHrlw
sllenéasglarGurg) ‘Cpieud o amrGes rord Yt UM’ st QswaugSne
IHSSLILIWTS 2 _swTeneu FnmiuFledHbSI o emTTHg Qsmerersurrid. uPhsLlT Hb 2 emray
yopssr plsdlsr guluaL Gy Hmubdmisms sre Pudngl. uyhgipi
Corppisas @ &ls Yefwsgiaun CarGssms B)ss. Har aflend lujenréHm s,

o_swrallsir susns

wafls Gon e ulli aury Gerwamwwurss o ey o_saralsr STMLECEDHD H|HeT

us e wse s CugnCarburismarésmriGuir

srewa: hup://pandianeducationaltrust.com/-chenkaantal htm]
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wei- 2 ApUUSH- 3, yriLrdl 2054 @) - gereeTaveTEAT: 2S840

FOAULD LWPID S, Qurgiars o mrmea G o amea), S e-wre] 6TeT @AcEuCY
Jflsurs UGSEVTLD. S o_earensy Qgmaarifui wriweile,

Cuoiiglfl ausnsullsir sreimeuens o_mrallsir

Qe gl suenrwiri (Qpmed., Quimgsin.,gr. 623)
gardpTT. BSDNE 2 HmHid @by renic GBeig), HrewTid, UT G QG Heper, FTDL,
yogy, Gargimw aatdpri. swsg sblpissr srew, GURE GCHTSIMLO gally Up
e amasar HeHurs LweL@sHari. fgud Gpowfd Gempplamar ueaITDl
usGUUUESS) 2L Fhis Glesdu wpugaugid LTHE alflbs Qe isglum@GLo. peirenf i,
Ggeir, seir, ured, ullt, Guort, Opi Gurstn FirwggssTmwibllss o anTaysHsT ey 2_swTOITS
aflei@ st 6.
N
FRSETNG SUlpTaellsr wadlu o eweaurs ofs aflsrdlwg. srepLdssamentiwmd),
gemarwildl, aursfd), apridlafd) arer LOCamy oA aumwssmear usGUILBSS 2-T
swriigseart. saflgyd CpooffowCu ool o ariarr. I jfldaow ugenswifld,
yuprsfld aar @) malswrs usGULURESS UwsTUBSSTT. ALEDRY o_redledl (b
@nd Quniiul L fd srgrramwrs ussfd) aariu@b. Opome Helsg STU MG
@nd swurflsstiu@n Hff yuhsond aariu@n. Opioa Gndl offwrss uramp
2 76 wHDId Blweyrme uwsTu@EHart. Gugud @)HLYUUMMT Sl 2 V&HME
swurfsgent. @smear, @HUSTY 2 Vs @@by wab Csiuss / Syemuwlijwre Hfé
Sjwene Gevewr Gerpl(Fpuresr., wvr. 193 -  194) sermy  FHguramrTppLeDL
TQSGIDI&SDG!. ... anEsafDné | Car® vsmaswrs, 5HGF0L aflwew saasr / Qs
Qpsene wemp o rgier CEFlg @aurd (&s. 5: 1-3) Gla urmpsails) GUY wwss
2 rorsl uwsTu@gglwams aflrsdlymrssingl. Guain Gsullsr @mamw &eorsmsaL,
wrenars FhssmECW 2 wsmsursd uuaTUGSSL Gsgdl pomw allusss CFidng.
srallfll  yuoulyerggld Gerprasl aunss S YBEET PuauFIL TS
uu'uh'ijr,(?gn'lq.wgrr& UL g SITLILIT M6,

Gargroursdlu Qsmphis s

wrpGurels urhelsTpd (L., ur: 44 - 45)
aardlngl. eerGou Fbewo BTy UGHSTD T, esfluuismer UL S S aseir
Qe sssisT eysg 2-ewey uflwrdlu Q&g yoarrdlng.
GerppienTay

uphs Bt phflmariGapu st arflkismer Smuszsis Q& e,

GDehd] Blevwsssr geuarid sTeireyyid wenewifld, apridsvfd Curstpaubempuyb woamala

US 105 @i GLIGN CaIrtbLir s aoar& SrLGLird

sraws: hp:/ /pandiancducationaltrust.com/-chenkaantalhtm|
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wissr HeoarsGsry), urdGsry GureTpaDMPYD WHEBEIN waaHsT CFBEIBHD WwhHm
Qauan@snrs) GarhHennulb HHSTE o1 C\&HTeRTL 6T

Sfpser wrd gretgiens wigAsd (Ypib., ur. 390: 17)

Suiefiy stp WsrparGer (ypib., ur. 77: 8)

9ol Causm@pis fewLwmer (LpLo., L. 366 20)

S ool Qary wepdlens (U yariurens: 163)

@Pssrermi ue QFrsary (wg.sTEsdl., ur. 212)

QuEpEsCHil Qpeflsir Qasrs g Builrsy (Ypid., 395: 36)

allr@evear Pillips Brsvsnw Yapsssd (QUT®ms., ur. 114)

urpH eIl Lysitsid CorearyE wwsd - (urhHGermy) (Ypid., UT. 34: 10)

&m2_& senfipig.l1 Guribe (weeu., ur. 169)

urg) genanyb usrawrrg QUi (wensou®., umr. 417)

@lsirxenan aprd CupiEelT (Qu@bur., ur. 18)

&1Liré seoL 1 upsoaul Quuiu® eugsd (Qumbur., ur. 305)
ST Fus @esdul uTLeyssT FussTRHHD Crrpmiewey U Guwissfl®
QIPRISLUL LS, Qabaurnm 2 awayb surfégh paopserrs) fn fAn Sjerais
seoaulled LrRUTL LT STaMUULLosYD dOSSIMTsADng. Ijudlo, Suilaf, e,
F1p, Garsird), Bhlred, yusss, Ysrsh, GUTDLS, Wsmey, Wre, UFSD TaT LR
Quuirsefls) Garpmenrey suprisliul B aipzz @ seaTra HPlwrdng).
CerpyleT auensssir

uyhsLilpisdr U ausswlrer Gerpniemamea swrflsg 2 awL OFLHow Fhs
Besdwnd  EsFmrESADg. GCerphlst Foaug satwwEGsHU UM  GUWTSTT
CermmiewTey sUYPRISLILILL G
QFgsGamrmy

Fis FTI0 GFGsrmmisE IFs YaEIwusgun CsThHssart. @\Fmer,
‘&m0 susvd * (udl. ug., ur. 75: 12) stedlmgl LSIDL LSS/, WHS Blev wEEsT QFHEH,
QeuaiarGemrey, Gursrpaunledmhg HewL s CarpeapCu gHflsb o awLeri. eaflaubd
QEbERMGR 2 wihsg satumg @arniusnr ArGupLaras®h sllypirssr ‘sour ofd’
steirm Guwfled vweTuBSF) auHaug BT HPHS 2 arewwTEG. HfHaw HeirE SLLTwd
vwsTuGSSwens Fhs @evsS Wb THSSIMTSEEmS).
CleussmrGrmry)

uypsllpisst Cuambemsw oflflmws ol Nereri Gsrpréd o ewrLari.
‘gemaily  wrewr  gflfl guwe CauawCsry” (Apgurewr., ur. 194)  asrdng

U DwE S paCLgnyCairbrisaamEsrLCurs
srews: hitp://pandiancducationaltrust.com/-chenkaantal html
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ﬂﬂufﬂlﬁﬂd“"”—* pSTDTS  Geauswepwwrs FLLUULL o fflenwd Qaran®
L@mwéﬁw Gary) staiTuSTE QeustensmuflAg Gampy sTaTUILILLSI-

pareGETDI '

GsrpCpr® emer (@ewpsd) Coisg MeGL GeTm ‘omen@ary’ sTeTUULLSI
@sreopu ‘WAwrelGw’ ositenpw saeirGarmy) steTmTE) WS WTSTSH)-

Biy5CsTLME ZIGUUrS

26D emeirGergy

QpPluglbs Sigaurgisus (wgemr.am., ur. 34-36)
Pt Quiln asmTe) 2marGsrpean aflraflu  FamLWWEOTST Caamauwplbs 2| HEW T
DG5S auypnslug OsMweBAng.
QpiECETDl

Apiuiensr GarmGmr® sebg saLuBL Germ OpFGFTYI sTeTLILL LBl

@i Qsrer QEragbgIme QB iiwsnL wigde... (YLD, L 190)

ApuiiyerL wigHed G eflgliggid (ypib., ur. 18: 4-5)

soupBlentd @uélw GBiibof sl

ausnsuild) aursrlenent yenrCuri s@uour®

afl mpgieT Gl g5dlw FAs (@ u., ur. 204 - 206)
sreiTegh 5615 GVSENWL UTL Vg &6T suLfl LybsLilpissT Opiisnbs GorhplaneT Blgglwrs
uwsTu@RSSW OFIF C5Fw auGADSI.
2 Enb5EHCETDI

CrrppiLsit 2_(ghwss Crisg HsGNS o WH5EHCFTD HGL-

QpLGUIr® wwddwaybg! BrHDsTET ( QRIGDI, LUT- 211: 1)

2_appsiseeLl Quilg QsThisef Wisamal

QupesGerh poae FlHu ( s, ur. 86: 1 - 2)

Garhmisir Qi 2 @hsID CFT5E FMLES 2 aTL 5 SPweTSEmSI.
urnHGsrmy
Fhis @esdluggle urHGFTY undlw CFigdlsst BGHwTEGa srenTiiuG\slsTper.
udwriger Bleor sredsdlari YAGear / Lrg) tigemal LieTaRTT DI Cup@ali (Leweu® SLTib,
ur. 416 — 417) eréitsmd LPVLUGIHFLTL UTIGVIGSHsT o BenraeT WGSwrs srenTiiuGid
@oLwishd ofiigsd sEGD alGhlarisst.  LTGID, urhHGermi  Cubmer
TATYIDT SSM ).
yefl&Garmy

Gerppler yeflww sbsTEGMS LaflFGrrn sTaTOILLLS). yeflasgl, yefldamp

wpmis yeflenw emmfl swrildsuul L yefliy soauyeLw 2 aTasamer UL

US oW g Guamy CarrburisarssTuGUTD

svams: hip://pandiancducationaltrust.com/-chenkaantal himl
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sflpiasst aflmol) o e eri. “Fud QUL @sryef QeugnGamys” sTeiTgib urL sy,
FwIL T (Fe) Gaigg samwgs yofld Cary upplé FnDIFDSI.
@Gy

@efoyt Qurgeraet Gaigg Gory Fowsgl 2-emugl UsTDLG Fllpisefs
aysswrs @mhss. “@aGsrmy  smpt udaullgusr (wgeor. &r., ur. 535)
allppglarisensg @arCery s o usfsms wgIoTEsTEd TBSgImTEdng).
‘almps’ eetp Qsragise 'ysiow 'searn Qurgst spAlaTngl CBTEOSTUNWG,
Ssuurpramre) almhdart pwseg wst Wear Qsflurgaisammaad BGEs0TD e
@ursr. (Proceedings of the Ninth all India Conference of SRF, P. 11)
o Uil Gampy

sugiwuilst srrenors argw sFussTed sUpsS STOUTEHSF 2 Ulldars
Gsrpenm 2B aurphSTsT sTeT UDBTETD) " mISSTDGL. .. 2-LflVOT Sl Legdas /
@&SC&TET®... (Ymid., um. 363 : 12 - 13) QuHEEAGHTOTTI STHTEID LjSVSUT SOTF umIsnL
plvowrd o tnflarnd Eorow oyalsss Sam Qg @G BoaTeysmrs 5555.
‘vl surpdlaTmeuisensCsvarnd o mrey QarBssaut o uli CaTHSSauT sui
sreTueng wanflCuasmaulls) ursdlro Qupp srmgule FrsgsarTi dBSH55THSDTT."
(pefors sullpmiey, u. 408) o ewallsr Geguraudlu Csmer 2 emisSUILED @b
@)s15um L.
wrdlefifls Gery

Coremy Clped, wLhms Cpo, ClaudiCpd aaCnowrd pssiuBaug
wrudofldwrg. upbsblprssr wrdafld 2 amma vusTURSSums, Yub yefg
Gurdlwiyosd ypell / areup ug k! CaTeir_er aubCUTFH Gsrer (Laweu®., ur. 120 - 121)
ST waPALBESL D UTLY usar Cgflalsdarng. s warGarri aprdaNfamw
Cermrad allmodl o_awL QFuglaow @) THSHImTESNS).
yowfAsGery

yevslledlBhs Slsasitupn Al yifow vwsTuRSS YD 2 mreay FwWHHTI.
@t Ao Arrvkissilsy Frawiyw, sraLsaamsl (o Gurarpeun s 9 fldflmw
uwsTu@Sgyd Cerm smwaslarpari. “UmanT YOTTs aarad DRGn BrHm
urLey umsaise yowfds Germ QsThssms TOSsImrédng. aaurGnafs
usseauismer @) layuBSgio CurGL® ysewfd Carm euprisliul L g Qgeflaurdng.
TR

Qpssme GemenfTls) cmeneuSg) PMeTHL L. B LHuSHND ST umiss &6
poflybwer o relledl’ @ GHP Guss @5 YDEED mausH YmLE ol F5d) e
Cupiul L g). apidls OB HHSID Hausd BlyssiulLé QFuglemw o&bTarmi,

uSDWESYL LY CurbLTtsmarssrLGurd

sreaws. hup://pandianeducationaltrust.com/-chenkaantal html
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QuEeh Ol Qpdeldr urdigsdic wphlss

ursaied @)y&Eh QumlisT) o_&ams (B&b., ur. 121: 1 -2)
gardlpgl. oD o wims Qstaw® Opd, HNd  wHpw UM FHy
us@ULUBSS WG @lFaTred gflwevrid.

e Spefls &moler

aleoyseoy Ifbs 955 CxpOpre

ureelL QEBOIBH LrFad) LgEEb(HsL., ur. 121: 1-2)
TETD HEHTRIDDIL UTL VL EHD B)5H G STaTDTADS).

Sjaued - ApHQuUrfufliguwe - (5850 Cursrrg u. 154)
st SUPL Curarrgl allendsid &mE D).
Qurrfl

sulptasr yfdew aupss oAALCUTT surfifg o awiar. CBsvensy sumis s
Aeorliug) QpHEUTf srarliul L gy,

Yagiis Glarsvsllsir Glumil (g, ur. 4: 1-2)

Qb euresr Qurf (Gg., umr. 53 : 4)

. Qeusr@urf Azm) (HH e ., ur. 231)

CFDEIUTH Ymarsns SHEUrfs swhs

LTI ueGleuar o_awenTi (GmI., ur. 356: 6 —7)
sTeTamILh LTL &t FUlpTaer Qurflse Qar(ss WwsHusgiusams U D& HmIAsTm e
Qargluysor

#us Qosusde Gerpmemr updlu QFiFssr LgHs SrewTliu@RSsTm s,
Sy Hle, syuilafl, spallp, & 1p, Qerard), Biflre, Lwéseh, ersid, Gumibweb, Ulsemsu sugsid,
e aTeT U Quwirsafly Fis Qesdluggle Cory auyhstu@dng. ks BTVEHSH6
ueGaumy sruuc L fdlssr sremiul Lar. sallgih QebOBOAS, AousnGaTaafd,
st saamafiuild, goaruld, aurald, apudand Gursrnsmeu fApudlib Qupmer.
ApIGery waser PlspsAaseigin QuEerCsry @nhseauisefsr Blenareursayn, Gurfls
@ops ofr wpaisese sEOUILCL FE&D aflur yaGurgid Aem b meaudsd
QurGL® swrflssiuLer. QupEEGern ooeg e i MAUSEHE STETUS| SETEHMBEES
Qemereys s paCarrary Blwarsg ausdatn ‘uE Cerpewps GHlédstng.
uphgblpiest CFepGarm, QeuanGermy, 2 UflveréGery, o wiseE5Gsrn), pargirGarm),
OpieGeryy, yefldGergy, urHGsrmy, wudlonsGery, yoRA&Gsry GCursmm
uGupieligiorer Gsrhp sumsssmer swrfsg o en@ wapsgsert. shsgs sllpissr
Cerppiemayss ofs  psfusgens CarGssant. oauish syear 2 apiurdw
CoareLwr@se, Gastrawamw, 2@ wr@ Cuwigssw) Gurety Gsrfldsamrd) o L

useows e pd Qugn CariurisamarésriGurt

sreins: hup://pandiancducationaltrust.com/-chenkaantal himl
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o awey o flw Crrided Qrfsg o LgiaEh, WaTGSGD LUSEHINT) 5555, DiF peler
yswrdwu @ésrasHe sramiu@n usCaupalswTar HWHS e sl oiFswTer
@sraplyd, o L giéE omn allmarallssdamigu 2 aTa)dh HUMUEEHL HTeTUUBMSTH
I 2 L Qaugaurs urFsz uNGampul L CrTiisensd ussmbGFDns. ‘sar
Qopgragrar AsHrn s o' errd weaflgafldr SLELOUTLDD aTpEms
yeopullarrd  wasGon, wuwaug uryrd HYbs uGEADS. @EFme  wry
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ARTICLE INFO ABSTRACT

Keywords: Comprehensive spectroscopic research has been undertaken to investigate the structural behaviour of the r-lysine
DFT monohydrate molecule. The spectral properties of the i-lysine monohydrate molecule in solid phase were
VEDA

Docking studies
L-Lysine, Fukui

examined using Fourier Transform Infrared (FTIR) and Fourier Transform Raman methods. The B3LYP/
6-311++G (d, p) computations were used to optimize the structure of the molecule. To provide complete
vibrational spectral assignments, vibration energy distribution analysis (VEDA) was used. The Natural bond

orbital (NBO) analysis explains the stability and distinct forms of hydrogen bonds with in the molecule. The
chemical stability of the molecule is predicted by Highest Occupied Molecular Orbital (HOMO) and Lowest
Unoccupied Molecular Orbital (LUMO) analysis. Non-Covalent Interaction (NCI) analysis was done to identify
weak interactions according to density of electron of the title compound. The fukui function identified the
chemical reactivity sites. To predict its antioxidant efficacy, docking studies were done.

1. Introduction

In recent days degenerative illnesses like cancer and cardiovascular
conditions are more likely to develop as a result of oxidative damage
[1-3]. Antioxidants control the actions of reactive oxidants, reducing
oxidative damage to biomolecules [4,5]. It is believed that antioxidants
help our bodies fight free radicals, which enhances general health. In
human nutrition, 1-lysine is a necessary amino acid, which means that
the body cannot generate it and must be acquired by diet or supple-
mentation [6]. The most well-known use of amino acids is as the
building blocks of proteins [7]. The amino acid lysine is found in rela-
tively significant levels in nuclear histone [8]. Heinrich Drechsel, a
German dentist, was the first to isolate lysine from casein (a milk
phosphoprotein) in 1889 [9]. Lysine is necessary for normal growth and
for the formation of carnitine, a nutrient that reduces cholesterol and
transforms fatty acids into energy. This amino acid, which is one of the
most important building blocks of muscle tissue, is often utilized by
athletes to assist lean mass gain and overall muscle and bone health. All

* Corresponding author.
E-mail address: nathan.amalphysics@gmail.com (M. Amalanathan).

https://doi.org/10.1016/j.chphi.2023.100311

proteins in the body require r-lysine as a building block. It is necessary
for the body to produce hormones, enzymes and antibodies as well as to
absorb calcium, build muscle protein and to recover from incision [10].
Intermolecular charge transfer is made possible by the donor NH2 and
acceptor COOH groups that are present in many amino acids [11]. It is
used as a fine chemical, particularly as an ingredient in infusion solu-
tions for pharmaceutical applications and as a precursor for industrial
chemicals, in human medicine, cosmetics and the pharmaceutical in-
dustry [12,13].

In the ab initio discipline, the density functional theory (DFT)
approach has become a prominent post-HF methodology for the calcu-
lation and optimization of structural properties, energies of the mole-
cule, and frequencies in vibration, as well as the exact evaluation of a
variety of molecular qualities. Researchers employ FT-IR, FT-Raman,
and density functional theory (DFT) techniques to discover structural
information, functional groups, and other quantum level properties
[14-16]. In recent times, DFT calculations are essential for frequency
and spectral intensity prediction. Over the past few years, significant
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Fig. 1. Optimized molecular structure of L-Lysine monohydrate.
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Table 1

Fock matrix second order perturbation theory analysis in NBO basis at basic set.
Donor NBO (i) ED Acceptor NBO (j) ED E (2) Kecal/mol E@) - E@G) F(, j) a.u

a.u

LP,09 1.97703 6*(C1—0sg) 0.02169 6.78 1.25 0.082
LPiNj2 1.95292 6*(Ca—C3) 0.03449 8.59 0.67 0.068
6*(C1—0g) 0.1033 6*(Co—Nip) 0.01816 6.94 0.01 0.032
LP;N; 1.9350 6*(025—Ha7) 0.03366 13.23 0.81 0.093

J

EvLtno =-0.63674 eV

Gap=46.2555 eV

, Enouo=-6.3674eV
&

4

Fig. 2. 1-Lysine monohydrate HOMO-LUMO orbitals.

progress has been made to create novel DFT approaches that can be
integrated with the available quantum chemical computing resources
[17-19].

An analysis of bond orbitals (NBO) was done to predict the stability
of the compound 1-lysine monohydrate. Fukui function investigation is
used to determine the significant and qualitative characteristics of the
reactive. The stability, or energy gap, is determined using frontier mo-
lecular orbital analysis. The fields of structural molecular biology, drug-
gene testing, and computer-aided drug design all make use of molecular
docking to some extent [20]. Molecular docking analysis of a molecule is
a useful and effective computational method for forecasting a ligand’s
binding mechanism and affinity for proteins. The structure of the target

protein structure can be determined using the protein data bank format.
Molecular docking of protein-ligand can anticipate the ligand’s
preferred orientation in relation to the protein in order to create a stable
complex and its activities. [21].

To the best of our knowledge, no DFT studies, vibrational assign-
ments or molecular docking studies have been carried out for the title
compound t-Lysine Monohydrate, according to review of the literature.
The main objective of this work focuses primarily on the complete
vibrational and electronic analysis of 1-lysine monohydrate. FTIR and
FT-Raman of the 1-lysine monohydrate is determined. The Mulliken and
natural atomic charge distributions were also computed. The FMOs
analysis was done to investigate the reactivity and stability of the
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Fig. 3. (a) 1-Lysine Monohydrate Reduced Density Gradient scatter plot. (b) -
Lysine Monohydrate Reduced Density Gradient structure.

molecule. NBO analysis calculated the redistribution of electron density
(ED) and E (2) energies in various antibonding and bonding orbitals
using DFT calculations, providing clear insight into the stability result-
ing from hyperconjugation of various intramolecular interaction evi-
dences. Electron Localization Function (ELF), Localized Orbital Locator
(LOL) and Molecular Electrostatic Potential (MEP) were done to analyse
the reactive sites of the molecule. Docking analysis were performed on

Chemical Physics Impact 7 (2023) 100311
three different proteins to identify the best activity of the title molecule.
2. Materials and methods

L-Lysine Monohydrate was acquired with 99 percent purity from
Sigma-Aldrich and utilized as such without additional processing. By
using a PERKIN ELMER FTIR spectrometer at 1.0 cm ™! resolution and in
the range of 4000-450 cm ™' the spectra for FT-IR is obtained. For
obtaining FT-IR spectra, KBr pellet technique in discharge mode is used.
Bruker RFS 27 spectrometer in the range of 4000-100 cm ™! was used to
acquire the FT-Raman spectrum of the Neodymium-doped Yttrium
aluminum Garnet (Nd-YAG) laser with 200 mW powers.

3. Computation details

The computations (DFT/B3LYP) at the 6-311+G (d, p) basic set level
were performed using the programme package of Gaussian 09. The ge-
ometry of the molecule was optimized using Berny’s optimization
technique. HOMO and LUMO indicates the transfer of charge present in
the molecule. In order to offer information about numerous interactions,
NBO analyses were performed. The values for electronegativity, hard-
ness, and softness were also calculated. Multiwfn software [22] was used
to conduct AIM, Electron Localization Function (ELF), Localized Orbital
Locator (LOL) and Non-Covalent Interaction (NCI) analysis. The NBO
and AIM programs were used to determine charge in the atoms, mo-
lecular electrostatic potentials, bond ordering, and topological charac-
teristics, while frontier orbitals and equations for certain common
descriptors were used to determine reactivities and behaviors in
different media [23,24]. The animation tool in the GAUSSVIEW pro-
gramme facilitates in the assignment of determined wavenumbers by
providing a visual depiction of the vibrational modes. Molecular dock-
ing investigations were conducted utilizing the Auto dock vina software
to study the compound’s biological activities. After that, the vibrational
analysis was done utilizing contributions from the potential energy
distribution (PED).
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Fig. 4. Theoretical and experimental FT-IR spectra of the title molecule.
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Fig. 5. Theoretical and experimental FT-Raman spectra of the title molecule.

4. Result and discussion
4.1. Molecular geometry

The arrangement of the atoms that make up a molecule in three di-
mensions is known as molecular geometry. It affects the phase of matter,
polarity, colour, reactivity, biological activity and magnetism of a sub-
stance. The chemical bonds that connect each atom to its neighbour
atoms define its position. The position of these atoms in space may be
used to characterize the molecular geometry invoking two joined atoms
which is bond length, three connected atoms which is the bond angles
and three consecutive bonds which gives rise to dihedral angle [25]. The
optimized structure of the title molecule, including enumeration of
geometric properties of the atom including length of the bond, angle
between the bond and dihedral angle, is produced using Gaussian09
software, as demonstrated in Fig. 1. (Supplementary Table 1) displays
the bond length, bond angle, and dihedral angle parameters.

The Becke,3-parameter, Lee-Yang-Parr/6-31 G (d, p) method was
used to calculate the optimal properties (length of the bond, angle be-
tween the bond and dihedral angle) of the title compound L-Lysine
monohydrate. 1-Lysine monohydrate has five Carbon-Carbon, two
Carbon-Oxygen, nine Carbon-Hydrogen, two Carbon-Nitrogen, four
Nitrogen-Hydrogen and three Oxygen-Hydrogen bonds. The bond
lengths of C;—Cy, C2—Cg, C3—C4, C4—Cs, and Cs—Cg are deemed to be
larger than the actual C—C bond length and this increase in the bond
length occurs because of the transfer of electrons from nitrogen to the
carbon atoms. The C;—Og bond length is obtained as 1.208 A and that is
lower compared to the exact C—O bond and this predicts the existence of
double bond. Other C;—Oq bond is higher with bond length 1.358 A
which is due to the presence of OH group and it shows the existence of
single bond. Co—Hj1, C37H15’ C37H16, C47H17’ C47H18’ C57H19’
Gs—Hag, Ce—Hay are 1.093 A, 1.097 A, 1.096 A, 1.097 A, 1.097 A, 1.094
}D\, 1.099 f&, 1.094 A respectively, which are almost equal to the actual
C—H bond lengths. The small disagreement with the theoretical value
with the values from the experiment could be attributed to the convic-
tion that the data that are obtained from experiment were done in solid
state, whereas the computational values were obtained in the gaseous
state. The bond length Cs—Hy, is 1.1 A which is higher compared to the

entire C—H bond and this is caused by the electron transfer within the
atoms. The C—N bond lengths namely Co,—N;5 and Cg—Ny are higher and
this is the result of charge transfer from C to N atom. Ny—Hys, N7—Hoa,
Nj2—Hjs, and Nyo—H;j4 have bond lengths of 1.017 A, 1.016 A, 1.015 A,
and 1.013 A, respectively, which are comparable to the typical N—H
bond length. The bond length of 0g—H;o and 025—Hge are found to be
0.969 A and 0.980 A, which are also nearly equal to the actual O—H
bond.

4.2. Natural bond orbital (NBO) analysis

Natural Bond Orbital (NBO) is an approach for studying intermo-
lecular and intramolecular interactions [26]. The value of E (2) refers to
the interactivity within the electron donor and the electron acceptor, i.e.
the tendency of the electron donor to contribute to the electron acceptor.
The higher the E (2) value, the more intense the connection between
electron donors is and the more conjugation occurs across the system.
Electron transfer between occupied NBO orbitals (bonding or lone pair)
and occupied non-Lewis NBO orbitals determines the donor acceptor
(antibonding or Rydberg) interaction. The second order fock matrix
perturbation theory [27] completely describes the intermolecular
delocalization in the molecule. The GAUSSIAN 09 programme is used to
do the NBO analysis. The GAUSSIAN 09 programme is used to do the
NBO analysis. The delocalization of interaction energy is calculated
using the second order perturbation formula. Table 1 summarizes the
results of NBO analysis on the title molecule.

The type of bond orbitals with their occupancy and energy as well as
the percentage of NBOs in each hybridization along with percentage of s
and p characters given by B3LYP/6-311++G (d, p) method is shown in
supplementary Table 2. At significant natural atomic orbital energies,
supplementary Table 2 displays the occupancy of electrons and the p
character [28]. The title compound LP>Og and LP»Og possess low oc-
cupancy number of 0.9274 and 0.9059e with high energy values of
—0.4948 and —0.4948 a.u with p-character which is approximately
equal to 99.9 %. While LP109 LP;N;5 and LP1Ny are the orbitals with
high occupancy and low energy values of —0.7886, —0.5573 and
—0.5323 a.u, which possess the occupancies of 1.9770, 1.9529 and
1.9350e respectively.
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Table 2
Vibrational analysis of 1-lysine monohydrate using VEDA.

Wave numbers Assignments with PED (>10%)

Experimental Scaled
values values
FT-IR FT-
RAMAN
- - 3759 0045H56 (98)
- - 3637 vOgH; (100)
- - 3476 oNp.H;3 (99)
3445 - 3443 ON7H>3 (97)
- - 3392 ON71.H14 (99)
- - 3377 0025H27 (94)
- - 3368 oN7Haz4 (96)
3157 - 2975 vCyHy; (76)
2965 - 2971 0CsHyo (69)
- 2959 2954 vC3Hjs (85)
- - 2950 vCyHy; (81)
- - 2928 vC4H;7 (76)
- 2915 2916 vC3H;s (85)
- - 2902 vC4H; g (80)
2606 - 2896 vCy7Hy (82)
2115 2778 2870 0CgHa (95)
- - 1759 v0sC;1 (85)
- - 1598 BH24N7H23 (55) + tH24N7H5,Ce (43)
1575 - 1595 BH14N12H;3 (76) + tH13N12C2C5 (21)
BH26025H27 (87)

1504 1582 1591
- - 1471 BH17C4H; 5 (90)

; ; 1455 PH15C3Hi6 (14) + pHi;C4H1g (78)

- - 1444 PH17C4H;5 (80)

1407 1430 1435 BH;9CsHap (10)

; - 1383 PHa1CeHay (22) + tHzaN,Ha, Co(11)+

- - 1374 TH;5C6H27N7 (21)

1347 - 1351 BH13N12C2 (17) + TH11C2C109 (26)

- - 1328 TH;18C4C3Cs (24)

- - 1303 BH;5C3C4 (20) + TH;1C2C104 (18)

- 1299 1299 BH;5C3C4 (14) + BH19CsC (17)

; - 1294 4 TH;5CsCoN12(11)

; - 1281 0C1Cs (17) + BH1006C: (21) + BH17CaCs (17)
- - 1273 + TH21CeHo7N7(10)

- - 1225 BH1009C; (10) + BH;7C4Cs (24) +

; - 1212 TH15C4CsCa (11) + THa1 CeHayN7 (12)

- - 1192 BH11C2C1 (15) + TH;11C2C100 (10) +

1157 - 1134 TH50C5C4C3 (20)

- - 1121 BH21C6Co7 (23) + TH16C3CoN12 (23)

- 1060 1065 pH;1C2Cy (40)

- - 1047 PH13N12C2 (10) + PH19CsCs (24) + PH17C4Cs
; - 1036 (23) + PHo1CeHzy (11) + TH;5C3CoNi 2 (10)
- - 1021 BH1000C; (18) + BH13N12C2 (11) +

1000 - 999 TH;15C4C3Cs (10)

- - 971 vC;Cz (20) + BH1000C; (21)

; - 930 THy1N;H275Ce (16) + THaCeHayNy (12)

- - 901 BH13N12C2 (21)

856 - 858 vCyC3 (52)

; i 816 0C5Cy (78)

- - 789 0C4Cs (68)

- - 767 vC4Cs (47)

; - 744 0CsCs (12) + vCsCe (19) + TH15C5CoN12 (10)
- - 738 0CsCe (43)

712 - 722 ON712Cp (14) + TH24N7H27Ce (18)

- - 609 vC2C3 (13) + PH24N7Ha3 (12) + TH24N7H27Co
- - 571 a7

557 - 535 009C; (52)

- - 465 ON;2Cp (22) + PH14N12H;3 (11)

; ; 426 BH19CsCo (12) + TH15CsCoNi2 (21)

- - 365 v705C204C; (53)

- - 357 BH23N7Ha7 (13) + yO25CeN7H27 (52)

; ; 299 BH,7C4Cs (14) + THy1 CeHayN5 (51)

; - 201 BOsC10o (57)

- - 235 TH;1009C;C2 (86)

; . 222 BN12CoCs (12)

; . 204 BHa,CeCs (29)

- - 174 BH27CeCs (53)

- - 135 BC3C4Cs (35)

; - 132 BN;2CoCs (28)

; - 102 PHasNyHay (28) + PCaCiOo (35)

- 82 78 PH23N7Ha7 (28) 4 yC1C3N12Cs (53)
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Table 2 (continued)

Wave numbers Assignments with PED (>10%)

Experimental Scaled
values values
FT-IR FT-
RAMAN
- - 72 oN7Hjp7 (12) + pC2C3C4 (16) + TH14N12C2Cs

- - 62 a7)

- - 42 ON7Ha7 (10) + TH;14N712CoC3 (45) +
_ - 28 yC1C3N12C2 (17)
- - 17 oN7Hy7 (53)

BC1CaN12 (12)

T™N;72C2C3C4 (14) + 1C3C4CsCo (33)
7c2C3C4Cs (62)

TH26025H27Ce (74)

BC1CaN12 (16) + PC2C3C4 (10) + TC5CeH27N7
14)

pH27N7C6 (14) + PH27C6Cs (13) + BcaC3Cq
(12)

T09C1C2C3 (17) + tC3C4CsCe (11) +
1C2C3C4Cs (17)

BH27N7Cs (11) 4 T09C;,C2C3 (55)
PH23N7Cg (31) + 1C2C3C4Cs (36)

BH27C6Cs (13) + tC5CeH2yN7 (14) +
TN12C2C3C4 (17) + Te3CqCsCs (20) +
1C2C3C4Cs (17)

v-stretching, p — in plane bending, y -out of plane bending, t -torsion.

In the present compound, between lone pair orbital and anti-bonding
orbital intramolecular hyper conjugative interaction is produced. The
hyper conjugative interactions between LP(1)Og—[C;—Og(c*)] and LP
(1)N12—[Co—C3(0*)] produce stabilization energies of 6.78 and 8.59 K
cal mol-1, respectively, with electron density decreases of 0.0216e. LP
(1) N7- [Cy5—Hay (6*)] is stabilized by an intramolecular delocaliza-
tion of electron interaction within the lone pair of nitrogen and the
molecule’s C—H antibonding orbital. This interaction results in stabili-
zation energies of 13.23 K cal mol~!. This implies that intramolecular
hydrogen bonding stabilizes the system.

4.3. Mulliken atomic charges

Mulliken population analysis is the simplest and fastest technique to
compute Mulliken atomic charges theoretically. These atomic charges
may be utilized to describe a molecule’s electronic charge distribution.
They are specifically handy for qualitatively estimating partial atomic
charges [29]. To determine the net electrical charges density of the
L-lysine molecule, Mulliken population analysis was performed. The DFT
method was used to calculate the mulliken population, using
B3LYP/6-311++ as the fundamental level. The variations in individual
charge and charge due to electron cloud movement are identified using
natural and Mulliken charge analysis. The title molecule’s calculated
Mulliken atomic charge values are shown in Supplementary Table 3. The
analysis of the Mulliken atomic charges is represented graphically in
Supplementary Figure 1.

The result of the calculation shows that all hydrogen atoms in the
title compound is positively charged, while negative charge between
carbon, nitrogen and oxygen atoms has been delocalized. The atoms in
the 1-lysine molecule with the smallest negative charges are those that
form the hydrogen bonds. Out of entire hydrogen atoms in the title
compound, Hpy atom has the highest positive charge of value 0.3480
which occurs by the existence of nearby oxygen atom which is more
electronegative and Hjg having less positive charge. The result also
shows that oxygen atom has negative charges which are donor atoms,
with Og5 (—0.9627) being the most negative of all oxygen atoms. The t-
lysine molecule contains only two negatively charged N7 (—0.8634) and
Ni3 (—0.8390) nitrogen atoms. The theoretical Mulliken atomic charge
of N7 is found to be —0.8634 and the calculated Mulliken atomic charge
of Hy7 is 0.3480 shows opposite negativity
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Fig. 6. MEP of 1-lysine monohydrate.

Table 3
The title compound’s target proteins and its molecular docking activity.

Protein (PDB: Binding Bond distances Binding energy (kcal/
D) residues (A) mol)
6EUO SER126 3.23 —5.4
ASP125 3.05
THR129 2.99
THR129 2.92
THR129 3.16
ARG150 2.84
THR149 2.92
7e58 SER171 2.88 —-4.5
ARG310 3.24
ARG310 2.80
2QVD CYS29 3.08 —-4.9
GLY26 2.84
GLY26 2.99
TYR120 3.19
TYR120 3.47
TYR120 3.03
PRO121 3.15

4.4. HOMO - LUMO

The Molecular Orbital with the Highest Occupancy (HOMO) and low
molecular orbital (LUMO) are the molecules’ two most important or-
bitals. HOMO has the capability to give electrons, while LUMO has the
capability to accept electrons [30]. The molecule’s ionization potential
and affinity of an electron of 1-lysine monohydrate are described by the
notations HOMO and LUMO [31]. The HOMO-LUMO energies of
L-Lysine molecules were discovered to be —6.8923 eV and —0.63674 €V,
respectively. Molecules with a large gap in energy are stable and don’t
react chemically, while those with a small gap do [32]. Fig. 2 depicts the
graphical representations of HOMO and LUMO. The molecule’s chemi-
cal stability is confirmed by the larger energy gap value (6.25556 eV).
The B3LYP6-31 G (d, p) technique is applied to compute the ionization
potential, affinity of electron, electronegativity, chemical potential,
chemical hardness, chemical softness, and electrophilic index for the
substance 1-Lysine. The properties listed above are in supplementary
Table 4.

An affinity and the ability to undertake charge transfer operations is

known as an electron acceptor. It takes electrons, as indicated by its
computed electron affinity value of 0.63674 eV. Chemical hardness and
electronegativity describe a molecule’s response to a swap in the num-
ber of electrons at a constant potential and provide information about its
reactivity, chemical binding, selectivity and stability [33,34].

The molecule’s calculated electronegativity value is 3.76452 eV,
which is high and indicates that it will be less nucleophilic. The chemical
resistance of i-lysine is very high (3.12778 eV), its large energy gap
indicates lesser chemical reactivity and higher chemical stability. The
electrophilicity index of 2.26544 eV calculated indicates that electrons
are promoted from the nucleophile to the electrophile, increasing the
molecule’s chemical reactivity. The high electrophilicity index of the
compound in comparison to its low chemical potential confirms its
electrophilic nature (—3.76452 eV).

4.5. Topology analyses

4.5.1. AIM analysis

The Bader theory of "Atoms in Molecules" is one of the most efficient
methods for evaluating the characteristics of an atom. (AIM) topological
analysis is used to calculate the electron or molecule’s charge density
within the actual spatial boundaries of the atoms making up the system
[35]. The basis for this strategy is determining critical points of the bond
(BCP) [36]. BCP is characterized in terms of observable properties of
topology including the charge density (p) and Laplacian field (A%p(r))
[37]. The p value of a bond describes its strength in which higher the p
value, the stronger the related bond. The bonds are defined by the value
Azp(r). A covalent bond is identified when Azp(r) is less than zero and a
closed shell interaction is identified when A2p(r) is greater than zero.
The computed electron density and Laplacian values are shown in the
below Table 6. By looking at the negative values of A%p(r) it is clear that
the interaction between the atoms of i-lysine is covalent bond interac-
tion. Supplementary Figure 2 illustrates the compound’s molecular
structure using an AIM analysis. The calculated ellipticity of the mole-
cule is listed in supplementary Table 5.

As shown in the Supplementary figure 3, there are possibilities for
hydrogen bond interaction between C—H...O and N—H...O in the
molecule. From the previously reported data [38-40], a hydrogen bond
is present when the electron density at the critical point of the bond is
>0.002 a.u and the Laplacian of the electron density is >0.0004 a.u. As
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Fig. 7. (a) Docking of r-Lysine Monohydrate with antioxidant protein, (b) Docking of 1-Lysine Monohydrate with antiviral protein, (c) Docking of L-Lysine Mono-

hydrate with Anti-inflammatory protein.

per the above data the electron densities of the critical points were found
to be 0.0536 and 0.0322 a. u and the Laplacian electron densities were
obtained as 0.0204 and 0.0885 a.u. The hydrogen bond energies are
calculated using the relation proposed by Espinosa et al. [41], Egg = V
(rp)/2 between C—H...O is 4.4239 kcal/mol which shows there is weak
interaction and N—H...O is 30.705 kcal/mol which shows the strong
hydrogen bond interaction.

4.5.2. Electron localization function (ELF) and localized orbital locator
(LOL)

The electron localization function and localized orbital locator which
are widely known as ELF and LOL are used in covalent bond studies as
they represent the region of molecular space where the most electron
pairs can be found. According to the kinetic energy density, both the
analysis has identical chemical compositions. ELF describes the electron
pair density, on the other hand LOL describes the orbital gradient-
induced maximum overlap of localized orbitals [42]. The ELF map is
formed between 0.0 and 1.0; however, in sites where electron locali-
zation dominates electron density, the LOL reaches a significant value
greater than 0.5, and the region below 0.5 reveals delocalized electronic
regions [43].

The ELF and LOL colour shade maps are depicted in supplementary
Figure. 3 (a, b) which clearly shows the presence of bonded and
nonbonded electrons, respectively. The bonded and nonbonded locali-
zation of electrons in hydrogen atoms are shown in red, while the
electron cloud delocalization is shown in blue colour around a few
carbon and nitrogen atoms.

4.5.3. Non-covalent interaction (NCI) analysis

Reduced Density Gradient (RDG) is another name for the NCI
interaction. Weak interactions such as Vander Waals, hydrogen bonds,
and steric effects are detected using RDG, a topological technique. The
interactions in the region and their illustration are obtained by the NCI
analysis that is based upon the density of the electron and their de-
rivatives [44]. The RDG function can be written as

RDG = —1 Vp_(r)
2(3mx2) % p(r)3
Where p(r) id the electron density [45]

There are three distinct interaction zones in our molecule, illustrated
by blue, green, and red dots, all of which are low density and have small
RDG gaps. The red colour indicates steric repulsion between atoms in a
molecule, when (A2) p>0. Green colour represents the van derwaals
interaction in the region when (A2) p=0. Strong electrostatic in-
teractions such as hydrogen bonding can be seen in the blue spikes in the
sign (A2) p<O0 area [46]. Large negative sign (A2) p values in L-lysine
imply a more attractive and binding interaction. The red coloured
interaction region indicates the repulsion as well as non-bonding
interaction in the range (0.01-0.02) a.u. increased contact between
hydrogen atoms. The Fig. 3(a, b) clearly shows that the 1-lysine molecule
has greater hydrogen bonding interaction.

4.6. Vibrational analysis

Vibrational modes are identified using calculated vibrational wave
numbers and atomic displacements corresponding to the various normal
modes. Based on potential distribution analysis, the VEDA4 tool was
used to assign vibrational modes [47]. In the solid state, in the region of
4000-400 cm ! FTIR spectra and FT-Raman spectra in the region of
3500-250 cm ! have been observed. The 1-lysine molecule contains 75
distinct typical vibrational modes and is made up of 27 atoms. Figs. 4
and 5 shows the computed and observed FT-IR and FT-Raman spectra.
Table 2 depicts the distribution of various vibration modes.

4.6.1. N-H vibrations

In the FTIR spectrum, N—H bands have a lower population than
Carbon-Hydrogen or Carbon-Carbon bands. Strong N—H bonds cause
these bands to takes place at higher frequencies. The N—H stretching
vibrations are most common in the 3500-3000 cm ™! range [48]. The
infrared spectrum of the 1-lysine monohydrate molecule shows weak
N—H stretching vibration at 3445 cm™! and the stretching mode of
N—H vibration is obtained at 3443 cm™! with a theoretical PED
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contribution of 97 %. Intramolecular charge transfers between the
amino and carbonyl groups causes the minor difference between the
theoretical and experimental value. The bending mode of N—H vibra-
tion is spotted at 1575 cm ! (medium peak) in FTIR and 1595 cmLis
the calculated value. A very weak peak is obtained at 1060 cm™! in the
Raman spectra with the comparable scaled value 1065 cm™'. The C—N
vibrations overlap with this vibration. The N—H in plane bending modes
of 1-lysine monohydrate are ascribed to the weak vibrational band which
are found at 557 cm™! in the IR spectrum and 82 in the IR-Raman
spectrum; 535 cm ™! and 78 cm ™ are the calculated values.

4.6.2. C—H vibrations

Below 3000 cm ™, there are noticeable peaks that are related with
the aliphatic stretching mode vibrations of C—H. The aliphatic
stretching vibrational mode for the C—H bond in the FTIR spectrum of
the title compound, were determined to be between 2975 cm™! and
2870 cm ™!, which corresponds to the values of experimental spectrum
of 3157 ecm ™!, 2965 cm !, 2606 cm™! and 2115 cm!. The intra-
molecular C—H...N delocalization of electron interaction causes the
experimental wave number to differ from the expected range. The in
plane bending vibration modes of CH bonds are spotted in the present
molecule at 1430 cm ™! and 1299 cm ™! in the Raman spectra and 1407
em ! and 1157 ecm ™! in the IR spectrum with scaled DFT values of 1435
em™1, 1299 cm ! and 1134 em ™. The strong band seen at 1347 cm ™ in
the IR spectrum is designated to torsion mode. Due to the skeleton’s
highly electronegative nitro group, the wavenumbers obtained are blue-
shifted from the anticipated value

4.6.3. C—C vibrations

The composition of the substituents has no effect on the C—C
stretching vibrations, which are projected to be in the range of 1650 to
1100 cm ! [49]. Asa result, in the current analysis, the FT-Raman band
at 1299 em ! and the FTIR band at 1157 cm ™! and 1000 em ™! are
allocated to the C—C stretching vibrations. In the FT-Raman spectra, the
BCCH vibration is obtained at 712 cm™'. The deviation in the wave-
numbers may be due to the presence of nitrogen, which is an electro-
negative atom and hydrogen, which is an electropositive atom
throughout the skeleton structure.

4.7. Molecular electrostatic potential (MEP)

MEP (Molecular Electrostatic Potential) has been widely applied in
the investigations of biological identifications and hydrogen bonding
interactions, as well as for predicting physiochemical properties and
visualizing molecule size and shape [50]. The sites of relative reactivity
in a species for nucleophilic and electrophilic attack are predicted using
the Molecular electrostatic potential (MEP). Different hues represent
different electrical potential values; the regions with red and green
colour represent the lowest electric field potential, the region with blue
colour represents the highest electric field potential [51]. The MEP map
is constructed from the optimized geometry of the molecule using 6-311
++ G (d, p) and is shown in Fig. 6. The compound’s colour code ranges
from —5.880e-2 to +5.880e-2. The colour red indicates that this com-
pound surrounding the oxygen atoms are more negative. The nucleo-
philic area in blue represents the rest of the molecule.

4.8. Fukui functional analysis

Fukui functions are indices that tell you how likely a molecule is to
donate or accept an electron, allowing you to forecast which atom in the
molecule is most vulnerable to a nucleophilic or electrophilic attack. As
a compound receives an electron, the Fukui function is f4(r) that is also
known as the index of nucleophilic assault. The Fukui function,
commonly known as the index of electrophilic attack, is used when a
molecule is prone to drop out an electron [52]. Condensed Fukui func-
tions are used to quantify the Fukui function or to assign a numerical
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value to each atom in a chemical system to indicate whether it can
operate as a reactive site. For f + r and f-r, the condensed Fukui function
is written as:

@) = qr (N + 1)-g:(N)

F@® = g (N-1)-¢:(N) £°() = (g N + 1) gy (N-1))/2.

Morrel et al.[53] developed a new nucleophilicity and electrophi-
licity descriptor, f(r). It has the following definition:

Af=fm-f @

The site is electrophilic if Af>0, and nucleophilic if Af<0. This is how
the reactive site’s nature may be determined using the dual descriptor.
The reactive nature with its sites is indicated in supplementary figure 4.
Supplementary Table 6 lists Fukui functions, local softness values, and
local indices of electrophilicity and derivatives.

The order of susceptibility to nucleophilic attack for r-lysine mono-
hydrate is H27>H13>H24>H20>H26>H15>H17>025>H23>H16
>H10>H11>H18>08>H14>H22>N12>H19>C4>N7, whereas sus-
ceptibility to electrophilic attack is C2>C5>09>C3>C6>C1>H21.

4.9. Molecular docking

A useful technique to investigate the characteristics of how proteins
interact with their ligands and to verify biological activity within any
chemical structure is molecular docking study [54]. The ultimate aim of
molecular docking simulation is to predict the optimal
ligand-macromolecular partner binding arrangement. Within the pro-
tein binding site, it generates a variety of poses or ligand conformations.
The ligands with the best posture were chosen based on which confor-
mation has the lowest free binding energy [55]. The ability of a small
molecule to determine its binding conformation to the exact target
binding has made it one of the most widely used methods in
structure-based drug discovery. The docking investigation was carried
out using Auto-dock vina software. The target proteins PDB: 6EUO
(Antioxidant), PDB: 7e58 (Antiviral) and PDB: 2QVD (Anti-in-
flammatory) were downloaded from RCSB protein data bank. For the
docking purpose the downloaded protein was prepped by eliminating
co-crystallized ligands and water molecules. The receptor was also
prepared. Table 3 displays the docking parameters of L-Lysine mono-
hydrate. The protein-Ligand interactions are represented in Fig. 7(a,b,c)

The protein is docked with the ligand 1-lysine monohydrate. The
molecule doped deeply with antioxidant protein creating seven bonds
with amino acids SER126, ASP125, THR129, ARG150 and —5.4 kcal/
mol is obtained as its binding affinity. The residues SER126 and ASP125
forms bond with values of 3.23 A and 3.05 A respectively from the ligand
atom Ny The residues THR129 and ARG150 with 2.99 A and 2.84 A are
bonded with Og. The oxygen atoms engaged in three bonds with residues
THR129, THR129 and THR129 with bond distance 2.92 A, 3.16 A and
2,92 A respectively. From the obtained result the r-lysine molecule
shows good protein ligand interaction with binding score —5.4 kcal/mol
and possess good antioxidant activity.

Secondly the molecule is docked with antiviral protein. The active
sites of antiviral protein-PDB: 7e58 were determined as SER171,
ARG310, ARG310. The binding affinity of the antiviral protein with
ligand is —4.5 kcal/mol. The Og atom possess three bonds SER171,
ARG310, ARG310 with bond distances 2.88 A, 3.24 A and 2.80 A
respectively. From the above result, the 1-lysine molecule has a signifi-
cant protein-ligand interaction with good binding score against 7e58
protein, indicating antiviral protein. Thirdly anti-inflammatory protein
PDB: 2QVD was docked with the prepared ligand. It didn’t form any
hydrogen bonds in the active site, but it did for hydrophobic bonds with
amino acids like CYS29, GLY26, GLY26, TYR120, TYR120, TYR120 and
PRO121 as 3.08 A, 2.84 A, 2.99 A, 3.19 A, 3.47 A, 3.03 A and 3.15 A
respectively. The binding exponent appears to be —4.9 kcal/mol. It is
clear from the figure that hydrogen atoms form hydrogen bonds with
ligands and nitrogen or oxygen atoms in the protein. The MEP plot
supports the hypothesis that positively charged hydrogen atoms attack a
target protein’s region that is rich in electrons.
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The results of the molecular docking study indicated that all proteins
displayed interactions with the i-lysine monohydrate molecule that
were sufficiently favourable. In these three proteins, none of the residues
interacted with the monohydrate of the title molecule. The binding af-
finity for antioxidant protein is substantially higher (—5.4 kcal/mol)
than for other activity proteins. This binding has a higher negative
binding energy, resulting in greater stability, and does not significantly
alter the active site’s structure. The higher negative binding energy
value suggests that it can host the target protein 6EUO more effectively
than the proteins 7e58 and 2QVD. In summation these findings suggest
that the title molecule makes a significant contribution to the manage-
ment antioxidant activity.

5. Conclusion

The current study reports on the experimental and theoretical
spectroscopic investigation of r-lysine monohydrate using FT-IR and FT-
Raman analyses. High level quantum chemistry computation was used
to optimize the structure of 1-Lysine monohydrate. NBO analysis was
done to find out how the title compound interacts with its donors and
acceptors and how stable it is. The energy gap E = 6.25556 eV obtained
by FMO analysis indicates that the title molecule is chemically stable.
Using NPA atomic charges, the Fukui function was done to estimate the
sites of chemical reactivity and topological analyses based on AIM, ELF
and LOL were reported using the Multiwfn analyser. The NCI method
revealed the title compound’s strong hydrogen bonding, Vander Waals
interaction and steric repulsion. L-lysine molecule has considerable
antioxidant activity against the PDB (6EUO), with greater binding af-
finity energy of —5.4 kcal/mol, indicating that the above compound may
have antioxidant efficacy. These findings revealed that the title com-
pound is the greatest and best for all features, which aids future study
and innovative identifiers.
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ARTICLE INFO ABSTRACT

Keywords: 1,2,3,6-Tetrahydro-2,6-dioxo-4-pyrimidinecarboxylic acid and its salts are present in the cells and bodily fluids
DFT of many living things, and they play a significant role in biological systems as precursors to pyrimidine nucle-

ELF osides. The work aims to determine the structural and biological properties of TDPCA by theoretical and
;ODZ experimental spectroscopic investigations. B3LYP/6-311++G(d,p) level computations were used for all theo-
NBO analysis retical calculations. Functional groups, vibrational modes, and the aromatic nature of TDPCA have all been
HOMO- LUMO predicted for the molecule using FT-IR and FT-Raman spectroscopy techniques. The NBO analysis was conducted
Docking to comprehend the likely charge transfer interaction that exists in the molecule. The delocalization can be

determined by the analysis of HOMO and LUMO. Low energy gap between HOMO and LUMO is shown to be
predictive of electron transport and results in bioactivity in the molecule. Analysis of the molecule’s topology
was done to determine its reactivity. Using molecular docking, the anticancer efficacy of the drug against IA PI 3-

kinase inhibitor receptors for protein targets (2WXQ) was investigated.

1. Introduction

(TDPCA) (vitamin B13) and its salts are present in the cells and
physiological fluids of many living species and which are important
components of biological systems because they act as precursors of py-
rimidine nucleosides [1-4]. Different metal complexes of were explored
as biostimulators of ionic exchange processes in organisms, which are
used in medicine [5,6]. TDPCA is also a popular topic of study in the
fields of food safety and nutrition [7-9].Orotic acid’s crystal and mo-
lecular structures were determined by Takusawaga and Shimada, [10]
while Mutikainen [11] looked into the crystal structure of TDPCA metal
complexes. A trustworthy assignment of the vibrational spectra of
TDPCA and its metal complexes is a useful place to start when analyzing
their interactions with other chemical species in the biological envi-
ronment because of how crucial these compounds are to living systems.

The uracil or thymine molecule is joined to the TDPCA molecule.
These kinds of molecules have been examined using vibrational

spectroscopy, normal coordinate analysis (NCA), and ab initio calcula-
tions [12-14]. The results of these experiments may help to identify the
spectra of TDPCA.

It has been established that metal ions, particularly Mg2+, are
necessary for these processes, especially during the phosphoribosylation
of TDPCA [15]. Metal orotates are frequently employed in medicine
[16]. As cancer treatments, palladium, platinum and nickel orotate-
complexes have been investigated [17]. Orotates have also been pro-
posed to have a biological carrier role, allowing them to be used to treat
syndromes caused by metal ion insufficiency in living creatures, such as
magnesium, calcium, zinc, or iron [18-20]. In addition to their crucial
biological function, the mono- and dianion of TDPCA (H2L and HL2) are
possible polydentate ligands. Coordinated orotate anions can adopt a
variety of interligand hydrogen bonding patterns depending on the
metal coordination mode since their ligand surface has the ability to
form double or triple hydrogen bonds. This enables the construction of
lengthy, self-assembling structures [21].
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DFT was used to investigate the compound’s geometrical optimiza-
tion, electronic, topological, and biological aspects. The charge trans-
port inside the structure was determined using a HOMO/LUMO study.

The most common type of cancer is aberrant cell division and pro-
liferation, which are brought on by a breakdown in the molecular signals
that regulate these activities [22]. With 8.8 million deaths, cancer
ranked as the second most common cause of death worldwide in 2015.
Cancer is the leading cause of mortality worldwide, accounting for 70 %
of cases in low- and middle-income nations [23].

Abnormal cell development that spreads across the entire body of a
human is the cause of cancer. There are several forms of cancer,
including prostate cancer [24,25], breast cancer [26], and leukaemia
[27]. Based on the literature survey, there have been no quantum level
studies on TDPCA. These days, an important part of the analysis of
structural and molecular interactions is played by Density Functional
Theory, which makes use of the principles of quantum mechanical cal-
culations and molecular simulation. Density functional theory has
developed into a potent tool in recent years for studying the geometrical
shapes of molecules [28]. The most effective technique for studying
hybrid materials theoretically is DFT because it strikes a fair balance
between calculation time and result precision [29].

In this work, the DFT/B3LYP approach was used to optimize the
molecular structure of TDPCA. Theoretical calculations and practical
observations were used to determine the molecule’s particular vibra-
tional wavenumbers. Using the VEDA 4 program, the potential energy
distribution (PED) was calculated to determine the vibrational wave-
numbers. Calculations were also performed for the Mulliken and natural
atomic charge distributions. The molecular stability and reactivity of the
compound were investigated using the Frontier molecular orbitals
(FMOs) technique, as stated. A natural bond orbital (NBO) analysis was
also performed in order to comprehend the molecule’s bonding char-
acteristics. The present work mainly focused to analyze the structural
activity and docking ability of the title compound against the anticancer
protein.

2. Materials and methods

Sigma Aldrich Chemical Company (USA) provided a powder sample
of TDPCA, and this sample was used in the subsequent spectroscopic
analysis without any further purification because its purity was certified
to be greater than 98 %.Nicolet 6700 FTIR spectrometer records the
Fourier transform infrared spectra of TDPCAat a temperature of 302.15
K in the range of 4000 — 400 cm-1. With the help of the Spectrum GX
Fourier transform-infrared spectrometer, the FTIR spectrum of the
provided substance was captured using the KBr pellet method. Nicolet
Magna 750 Raman spectrometer with an InGaAs (Indium Gallium
Arsenide) semiconductor detector was used to capture the FT-Raman
spectrum of the molecule at a resolution of 4 cm-1 in the 3500-0 cm-1
range. The 1064-nm line of the Neodymium: Yttrium Aluminium Garnet
laser was used as the excitation source. At the sample location, the laser
output was typically 500 mW.

3. Computational details

The standard basis set 6-31+-+G was used to optimize the chemical
structure, vibrational wave number, and related vibrational assignments
of TDPCA acid using the Gaussian09 software package. The compound
was improved using the B3LYP/6-31++G(d,p) calculation. Level ab
initio calculations were done using the Gaussian 09 program and the
6-31G(d) and 6-31++G(d,p) basis sets of the density functional theory
with the three-parameter hybrid functional (B3) for the exchange
component and the Lee-Yang-Parr (LYP) correlation function [30,31].

The VEDA4 program was used to create a potential energy distri-
bution, which served as the basis for the vibrational assignments [32].
NBO study on a molecule at the same level using second order pertur-
bation revealed strong evidence of stabilization resulting from the

hyperconjugation of particular intramolecular interactions [33]. Gauss
view09 program is used to locate the potential region by obtaining the
highest occupied molecular orbital and lowest unoccupied molecular
orbital maps (HOMO-LUMO) as well as molecular electrostatic potential
maps [34]. RDG analysis for analyzing weak interactions, DOS (Density
of States) analysis, and topological analysis were all carried out using
Multiwfn, a multifunctional wave function analysis tool [35], and all
isosurface maps were rendered using the VMD program [36]. The Auto
dock tools 1.5.6 (ADT) program was used to simulate the interactions
between three distinct active site proteins [37]. Many theories produce
comparable results, however DFT theory’s results were more accurate
when compared to experimental data [38] hence we are just discussing
DFT theory’s results here.

4. Resuls and discussion
4.1. Molecular geometry

The number of atoms and geometric information such as bond length
and bond angle are all obtained using Gaussian09 to determine the title
compound’s ideal molecular structure. The TDPCA molecule has a
planar structure (Fig. 1). TDPCA can have the carboxylic group oriented
in either an anti- or syn-orientation. The global minimum on the po-
tential energy surface was found and identified, and the molecular ge-
ometry of TDPCA was fully optimized. According to Fig. 1, which is
specific to the solid phase of orotic acid, the carboxyl group appears to
be oriented in a syn-direction [39].

In TDPCA molecule average computed N2-C1 bond length is 1.407 A,
which is quite close to the typical N—C single bond (1.405 A), as seen in
Supplementary Table 1.The TDPCA molecule’s anticipated N4-C3, N2-
C3, and N4-C5 bond lengths vary depending on the method used, and
range from 1.378 A to 1.391 A, which is halfway between the length of
an N—C single bond (1.40 10\) and an N=C double bond (1.29 10\). The N4-
C5 and N2-C3 bonds are the two N—C bonds that are the shortest, which
suggests that the C6-C5-N4-C3 skeleton has experienced severe p-elec-
tron delocalization.

The bond distances between N4-H11 and N2-H13 in this molecule
are estimated to be around 1.010 A -1.012 A Our theoretical values
match actual evidence [40] and previous theoretical research on similar
chemicals remarkably well [41].The C5=C6 bond’s computed average
length of 1.349 A, which is somewhat longer than a C=C double bond
and supports the p-electron delocalization, is a good indicator of this. A
C—C single bond (1.54 10\) and a C=C double bond (1.34 10\) are more
similar in length than the C5-C7 bond, which is 1.498 A The average
calculated 08-H10 bond length for TDPCA is 0.96 A, which is very close

Fig. 1. Optimized structure of TDPCAcalculated at DFT level.
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to the typical O—H single bond length (0.95 A).

The computed length of the C7-09 bond is 1.26 A, longer than the
typical length of a C=0 double bond (1.20 A), but shorter than the
typical length of a C—O single bond (1.43 A). The computed length of
the C7-08 bond is 1.353 A, which is less than the average length of a
C—O single bond (1.43 A). The lengths of the carboxyl bonds at posi-
tions C7-09 and C7-08 are different from those of conventional single
and double bonds, suggesting that the double bond and negative charge
are delocalized [42-44].

The uracil ring has carbon-oxygen bond lengths of 1.210 for the C3-
012 bond and 1.214 for the C1-O14 bond, both of which are sufficient
for a double C=0 bond length (120 pm) (Fig. 1; Table 1). The two
carbon-oxygen bonds in the carboxylate group have identical bond
length values (Table 1), which suggests that the carbon-oxygen single
bond is not coordinated [45].

The calculated dihedral angle for the carboxyl group 09-C7-08-H10
is 0.0, indicating that the carboxyl group is planar and is in the same
plane as the uracil ring. The computed bond angle for the carboxyl group
09-C7-08-H10 is 123.95. The calculated dihedral angles C1-N2-C3-N4,
N2-C3-N4- C5, C3-N4-C5-C6, and N4-C5-C7-09 are 0.0 (Table 1) as
well as 012-C3-N4-H11, 012-C3-N2-H13, 014-C1-N2-H13, and
014-C1-C6-H15. These images show how the TDPCA molecule is
planar. The matching angles of the uracil ring, which are virtually
identical to those documented in the literature, demonstrate the
planarity of the 1,2,3,6-Tetrahydro-2,6-dioxo-4-pyrimidinecarboxylic
acid molecule [46-48].

4.2. Natural bond orbital analysis

NBO analysis is a helpful method for studying charge transfer and
conjugation in molecular systems, as well as intra- and intermolecular
bonding interactions [49-51]. On the basis of second-order perturba-
tion, the stabilization energy E2 is calculated.

E2 = AE; = qF(i,j)*/Ei — Ej

The donor orbital occupancy is qi, the diagonal elements are Ei and
Ej, and the Fock matrix elements are F(i,j).To ascertain the intra-
molecular rehybridization and delocalization of electron density, the
molecule was subjected to NBO analysis at the DFT (B3LYP)/6-311 G(d,
p) level. The estimated energy values for the interaction between the
filled I and vacant j for the compound in the title have been compiled in
Table 1.

Strong electron delocalization was visible in the electron densities of
the conjugated bonds of the aromatic ring (0.19 to 0.28 e) and (1.82 to
1.97 e).This happens when molecules inside the ring interact through a
charge transfer process. The shift from LP1(N2), (C5-C6), and (C5-C6)
donor orbitals to (C3-C12), (C1-C14), and (C7-C9) acceptor orbitals,

Table 1
Second order perturbation theory analysis of fock matrix in NBO basis.

Donor ED Acceptor ED E(2) E(G)-E FQ, j)
NBO (i) NBO (j) Kcal/ (i) a.u a.u
mol
7(C1- 1.9767  n*(C5-C6) 0.1990 5.39 0.39 0.043
014)
n(C5-C6) 1.8215 1*(C1-014) 0.2887  19.91 0.32 0.073
7*(C7-09) 0.2282  16.47 0.29 0.062
o(C6- 1.9725  ¢*(N4-C5) 0.0305  6.82 0.96 0.072
H15)
LP(1)N2 1.6476  1*(C1-014) 0.2887  47.88 0.29 0.107
n*(C3-012) 0.3473  57.37 0.28 0.113
LP(1)N4 1.6521 n*(C3-012) 0.3473 52.65 0.29 0.110
7*(C5-C6) 0.1990  40.24 0.30 0.102

The strong stabilization energy from LP1 (N2) to *(C3-012) is 57.37 kcal/mol.
The lone pair electrons of LP1(N4) to *(C3-C12), LP1(N2) to *(C1-C14), and LP1
(N4) to *(C5-C6) correspondingly have stabilization energies of 52.65, 47.88
and 40.24 kcal/mol.

with stabilization energies of 57.37, 19.91 and 16.47 kcal/mol, is crucial
for the high stability of TDPCA molecule. The intramolecular hydrogen
bonding is the result of the overlap between (C6-H15) and (N4-C5),
which has a stabilization energy of 6.82 kcal/mol. An increase in the E
(2) value indicates a stronger delocalization interaction between elec-
tron donors and electron acceptors.

4.3. Vibrational spectral analysis

The harmonic vibrational wavenumbers for TDPCA at the
6-311++G (d,p) level were calculated using the DFT method.1,2,3,6-
Tetrahydro-2,6-dioxo-4-pyrimidinecarboxylic acidcontains 15 atoms
with 39 distinct vibrational modes. Calculations were made to deter-
mine the potential energy distribution (PED) among the symmetry co-
ordinates for each of the molecule’s normal modes. Theoretical
computations reveal that none of the frequencies have fictitious values.
All DFT-calculated frequencies are scaled by 0.96 to compare to exper-
imental frequencies.

Figs. 2 and 3 are the experimental and stimulated FT-IR and FT-
Raman spectra of the title compound, respectively. The computed fre-
quencies slightly differ from the experimental values, as shown in
Table 2, as can be seen. The absence of anharmonicity in DFT compu-
tations may be the cause of these minor variances. Furthermore, the
environment in which the molecule is placed has an impact on the
vibrational frequencies. These variations are expected given that the
computed vibrational modes are based on a single gas phase molecule.

4.3.1. C—C vibration

The benzene derivatives exhibit C—C stretching vibrations between
1650 cm~‘and 1590 em-1 [52,53]. C—C stretching is thought to be
responsible for the scaled frequency values at 1618 cm ™}, 1319 cm ™ lin
the compound uracil ring of the same name. The C—C stretching or
strong band vibration, is shown in Raman with a wavelength of 1649
cm L. The assigned value is moved outside of the acceptable range. In
these modes, the wavenumber shift caused by the mass of replacement
has been reversed. This demonstrates that energy is gained rather than
lost as in the earlier situations [54,55]. Due to N’s attaching to the ring
in this instance, ring C—C stretching vibrations were muted.

4.3.2. C- N vibration

Due to the possibility of multiple vibrational modes combining in
this area, finding the ring C—N stretching vibration is a particularly
challenging task. The C—N stretching vibration, which is always asso-
ciated with other bands, is commonly seen between 1266 cm™}, and
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Fig. 2. Experimental and simulated FT-IR spectrum of TDPCA.
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Table 2
Comparison of the experimental (FT-IR, FT-Raman) wavenumbers (cm-1) and
theoretical wavenumbers (cm-1) of TDPCA acid.

Wave Number Assignments with PED(<10 %)

=

343
3805

Transmittance (%)

e Theoretical

=

¥ T ¥ T Y T 4 T T L) T Y T
4000 3500 3000 2500 2000 1500 1000 500
; 1
Wavenumber (em )

Fig. 3. Experimental and simulated FT-Raman spectrum of TDPCA.

1382 cm ! [56,57]. The C—N stretching mode is theoretically observed
at 1364 cm’l, 1350 cm’l,1319 cm 'and 1168 cm ™ L.In the current
experiment, the medium band of the C—N stretching vibration is seen at
1346 cm L.

The C—N stretching vibration, which is also noted at the lower end of
the anticipated range, may be connected to the interaction of the C—C
vibration, whose frequency reaches this value [58]. In-plane bending of
C—N measured at 330 cm ™ 'and out-of-plane bending measured at 580
em™}, respectively [59]. The C—N in plane bending is visible at 553
cm ™ lin the infrared spectrum. At 447 cm™lin the IR and 456 cm ™! in the
Raman spectra, out of plane bending in C—N is observed. The measured
spectrum and published results show excellent agreement with theo-
retically calculated C—N vibration wavenumbers produced using
B3LYP/6-311++G (d, p) techniques.

4.3.3. C—H vibration

The hetero aromatic organic compounds usually exhibit several
broad bands in the range of 3100 cm '-3000 cm 'because of C—H
stretching vibrations [60]. The 1000 cm 11300 cm’lrange of the C-H
in plane bending vibrations, which were detected, is particularly useful
for characterization [61]. Vibrations in the C—H plane at 1264 cm™,
1168 cm™1,1128 cm™1,1064 cm™!that were theoretically detected. The
succession of weak bands in Raman at 1250 cm™! that have been
observed are thought to be caused by the C—H in plane bending vi-
bration. The vibrations caused by the C—H out of plane bending occur in
the 1000 cm'-750 cm ™! region.

4.3.4. N—H vibration

The hetero aromatic molecule with an N—H group absorbs stretch-
ing between 3500 and 3220 cm~! [62]. The DFT level calculated vi-
bration at 3505 cm™! is assigned to N—H stretching vibration. This
corresponds to interaction of the intermolecular hydrogen bond N—H...
O. It was observed experimentally in IR at 2838 cm™! [63,64]. The
presence N—H hydrogen bond is evidenced from the elongation of N—H
bond from the normal value. The title molecule’s bending N—H vibra-
tion is very weakly visible at 1451 cm™lin the IR spectra; the anticipated
value for the N—H bending mode is 1464 cm™'. The C—N stretching
vibrations overlap with this vibration.

4.3.5. Hydroxyl vibration

The hydroxyl groups are likely to be the most sensitive to the envi-
ronment and so they show pronounced shifts in the spectrum of the
hydrogen bonded species. The hydroxyl group absorbs strongly in the
3700-3584 cm ' region, whereas the existence of intermolecular

Experimental Scaled

Values Values

FT- FT-

IR Raman

3526 _ 3643 v(08-H10)100 %

_ _ 3505 V(N4-H11)100 %

_ _ 3476 V(N2-H13)100 %

_ _ 3143 v(C6-H15)100 %

_ _ 1764 v(09-C7)84 %

_ _ 1744 v(012-C3)72 %

1704 1709 1709 v(014-C1)74 %

_ 1649 1618 v(C6-C5)66 %

1451  _ 1464 V(N4-C5)10 %+v(N4-C5)15 %
p(H11-N4-C5)32 %

1346 _ 1364 B(H13-N2-C1)63 %

_ _ 1350 V(N4-C3)18 % + v(N2-C1)12 %
f(C6-C1-014)22 % + B(H11-N4-C5)14 %

_ _ 1319 V(N4-C5)12 % + v(C7-C5)12 %
B(H10-08-C7)26 % + p(H11-N4-C5)10 %

_ 1250 1264 B(H10-08-C7)11 % + B(H11-N4-C5)17 % +
p(H15-C6-C5)38 %

_ _ 1168 Y(N2-C3)50 % + B(H15-C6-C5)15 %

1126 _ 1128 V(N4-C5)23 % + v(C7-C5)10 %
p(H10-08-C7)41 %

1021 1047 1064 V(N4-C5)43 % + v(H15-C6-C5)23 %

_ _ 984 V(N4-C5)21 % + P(C6-C1-014)40 %

_ _ 968 V(N2-C3)17 % + v(N4-C3)14 %
B(C1-N2-C3)40 %

_ _ 880 V(N4-C3)23 % + 1(C7-C5)14 %
B(C3-N4-C5)26 %

859 _ 848 T(H15-C6-C5-N4)68 % + y(C7-C6-N4-C5)11 %
+ v(014-N2-C6-C1)12 %

743 _ 761 v(014-N2-C6-C1)12 % +y(09-C5-08-C7)69 %

_ 731 727 y(012-N2-N4-C3)84 %

_ _ 708 T(H15-C6-C5-N4)21 % + y(014-N2-C6-C1)55 %

_ _ 659 v(08-C7)13 % + P(09-C7-08)46 %

_ _ 652 T(H10-08-C7-C5)10 % + t(H13-N2-C1-C6)80 %

_ 608 603 B(C5-C7-08)33 %

_ _ 590 T(H10-08-C7-C5)72 % + t(H13-N2-C1-C6)12 %

553 _ 554 vy (N2-C1)25 % + $(09-C7-08)14 % + B(C3-N4-
C5)30 %

_ _ 536 T(H10-08-C7-C5)81 %

_ _ 513 B(C1-N2-C3)71 %

447 456 442 v(C7-C6-N4-C5)47 % + 1(C5-N4-C3-N2)11 %
+y(09-C5-08-C7)11 %

_ _ 415 B(C5-C7-08)69 %

_ 394 394 y(N2-C1)16 % + p(C6-C1-014)61 %

_ _ 327 y(N4-C13)10 % + y(C7-C5)26 %

f(C6-C1-014)10 % + P(09-C7-08)13 % + B(C3-
N4-C5)13 %

_ _ 172 B(C5-C7-08)82 %

- _ 168 v(C7-C6-N4-C5)15 % + 1(C5-N4-C3-N2)65 %
7 _ 142 y(C7-C6-N4-C5)86 %

_ _ 114 v(C7-C6-N4-C5)77 %

_ _ 57 7(08-C7-C5-N4)89 %

hydrogen bond formation can lower the O—H stretching wavenumber to
3550-3200 cm ! region [63-65]. The IR spectrum in the high region
shows a broad intense band at 3526 cm ™ !attributed to hydrogen-bonded
OH stretching. The in-plane OH deformation vibration usually appears
as a strong band in the region 1440-1260 cm~! [21]. The calculated
band at 1350 em ™! corresponds to the in-plane bending mode of the
hydroxyl vibration.

4.3.5. C=O0 vibration

The carbonyl group is present in numerous different types of com-
pounds and displays a strong band in the range of 1850 cm '-1550
cm ™ !due to the C=0 stretching vibration [66]. Due to hydrogen bond
formation or conjugation, the intensity of these bands may rise. The
carbonyl group’s composition was also influenced by the oxygen’s single
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electron pair. Theoretically calculated wave numbers for C=0 stretching
vibrations in the current work are 1764 cm_l, 1744 cm_l, 1709 cm_l,
1618 cm'. The frequency of the carbonyl stretching vibration in the
TDPCA molecule is absorbed at 1704 c¢m™! (IR), 1709 cm! (Raman)
and 1709 cm ™ (DFT calculations), respectively. The observed FT-IR and
FT-Raman bands are leads to the hydrogen presence in the title molecule
[67]. It is anticipated that the in-plane and out-of-plane C=0 vibrations
will be present in the regions 725 cm ™! and 595 cm ™}, respectively [68].
In our most recent research, the bands at 447 cm’l(IR), 456 cm ™ !(Ra-
man), and 442 cm’l(DFT) have been distinguished as C=0 in-plane and
out-of-plane bending vibrations respectively.The in-plane and
out-of-plane bending of the carbonyl group interacts heavily with the
vibrations of the C—N and C—C bonds.

4.4. Frontier molecular orbitals (FMOs) analysis

The highest occupied (HOMO) and lowest unoccupied (LUMO) mo-
lecular orbitals—used to characterize how a molecule interacts with
other species—are referred to as "FMOs” The HOMO and LUMO energies
respectively, define the capacity to give and accept electrons. The en-
ergy gap between HOMO and LUMO, which is the result of a significant
amount of ICT from the effective electron acceptor groups through the
conjugated path to the end-capping electron donor groups, is what de-
fines the molecule chemical stability and electron conductivity [69].
Using the DFT/B3LYP method and the 6311++G(d,p) basis set, Fig. 4
calculates the HOMO and LUMO orbitals of the TDPCA molecule.

The FMOs investigation of the TDPCA molecule reveals that modi-
fications are delocalized within the molecule, increasing the molecule’s
molecular reactivity. Calculations are made for the title compound’s
additional significant properties, including its electron affinity, chemical
potential, electronegativity, chemical hardness, ionization potential,
chemical softness, and electrophilicity index. These qualities are listed
in Supplementary Table 2. These tables demonstrate that electrons are
transferred from the HOMO orbital, which contains many electrons with
an energy of —7.6245 eV, to the LUMO orbital, which has fewer elec-
trons with an energy of —3.0348 eV and a —4.5897 eV energy gap. The
stability, internal charge transfer, and biological activity of TDPCA are
all demonstrated by this bandgap. The molecule’s anticancer activities
are being supported by this charge transfer interaction.

EHOMO(7.6245)

4.5897ev

ELUMO(3.0348)

Fig. 4. Frontier molecular orbital of TDPCA.

4.5. Molecular electrostatic potential

The molecular electrostatic potential (MESP) of a molecule is related
to its dipole moments, partial charges, electro negativity and chemical
reactivity. It denotes the net electrostatic impact created at a particular
place by the overall charge distribution (electron + nuclei) of the
molecule. It provides a visual representation of the molecule’s relative
polarity [70]. It demonstrates the degree of reactivity by the colours of
the regions under electrophilic and nucleophilic assault.

The size, charge density, shape and position of a molecule’s chemical
reactivity are depicted on an electron density isosurface that has been
generated by mapping an electrostatic potential surface. A mapped
electrostatic potential surface has been created for the title molecule in
the 6-311++ G(d,p) basis set using the computer application Gauss
view [71]. Fig. 5 displays the MESP curve for TDPCA. The different
electrostatic potential values at the surface are shown by different col-
ours: blue indicates locations with the highest positive electrostatic
potential, red indicates areas with the largest negative electrostatic
potential, and green indicates places with zero potential. Red, orange,
yellow, green, and blue have the potential for the most growth.

The structure and charge density distributions in the molecule’s sites
around the oxygen atom, which display regions with the majority of the
negative electrostatic potential, have an effect on how the electrostatic
potential surface looks in every case. The MEP map of the molecule
under investigation clearly suggests that the negative potential regions
(red) are electrophilic regions; these are largely caused by O atoms and
are reflected as pale yellow glob. The highest positive potential zone
(blue) is centered on the hydrogen atoms in the hydroxyl group as well
as localized over the hydrogen C—H atoms, suggesting the probable sites
for nucleophilic attack.

The MEP map reveals that the positive potential sites are concen-
trated around the hydrogen atoms, whereas the negative potential sites
are found around the oxygen and nitrogen atoms. These active sites were
discovered to be unmistakable proof of the compound’s biological
action.

4.6. Mulliken and natural population analysis

Atomic charges are crucial in the application of quantum chemical
calculations to molecular systems because they affect the dipole
moment, electronic structure, molecule polarisability and a variety of
other features of molecular systems [72,73]. Supplementary Table 3
contains the Mulliken charges estimated at the B3LYP/6-31 G (d,p)

A

Fig. 5. MESP of TDPCA.
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basis set. However, the results can be better illustrated graphically, as
seen in Supplementary Fig. 1. Because of polarizability, the charges alter
depending on the base set. The basis set’s definition of each atom’s
electron population was used to calculate the distribution of atomic
charges.

The amount of positive and negative carbon atomic charges was
discovered in the compound mentioned in the title. The oxygen atom has
a donar atom, which is negatively charged. The acceptor atom,
hydrogen, has a positive charge on its atom. The range of the nitrogen
atomic charge’s negative magnitude was found to be between
—0.408252 and —0.418154.

An alternative to the traditional Mulliken population analysis is the
natural analysis. It appears to show numerical stability and provide a
better explanation for how electrons are distributed within molecules
[74,75]. The lowest charge among hydrogen atoms is found on H15
atoms, while all carbon atoms except C6 are positively charged. Nitro-
gen N2 atoms have the largest negative charge (0.64009¢), according to
the charge study. All oxygen atoms have a negative charge, however O8
(—0.69409) has the highest charge of all oxygen atoms. The hydrogen
atoms in the TDPCA molecule are all positively charged, however atoms
H10 (0.49963e) and H11 (0.43624e) are positively charged more than
the other hydrogen atoms because they are bound to an oxygen or ni-
trogen atom.

The largest positive and negative charges of the OA molecule indi-
cate the potential for hydrogen bonding interaction in the natural pop-
ulation analysis, which is supported by the analysis of natural bond
orbitals. Atoms C3 (0.80975e), shows a higher positive charge, and N2
(0.64009¢), which displays a higher negative charge, are indicators of
charge delocalization in the molecule.

4.7. Topology analysis

4.7.1. Atoms in molecule (AIM)

One of the most effective techniques is to take advantage of the to-
pology analysis of charge density or electron density of molecules in the
actual space boundaries of the atoms forming a system in order to
analyze the properties of the atoms forming a system using the Bader
theory of "Atoms in Molecules." AIM is a potent tool for learning about
hydrogen bonding and chemical bonds in the molecular system [76,77].

The key interactions, such as those for powerful H-bonds (VzpBCP) <
0 and covalent in nature, for weak H-bonds (VzpBCP) > 0 and HBCP >
0 and electrostatic in nature and medium H-bonds (V2pBCP) > 0,
HBCP<O0 and partially covalent, can be identified using topological
analysis of the electronic charge density and their Laplacian at the bond
critical point (BCPs).The AIM analysis was used to calculate the BCPs’
parameters once the area of electron density was obtained. A larger
electron density indicates that the bond is stronger.

The negative value of (Vzp) indicates the covalent nature of the
covalent connection; in this instance, concentrated electron density in
the area between the interacting atoms, leading to a highly constrained
common electron pair. Positive values of (Vzp) calculated at the relevant
BCP denote closed-shell interactions, which are typical of closed-shell
interactions like hydrogen bonds and entail the depletion of electronic
charge along the bond pathway. The cycle susceptibility to opening is
specified by the bond ellipticity, which was looked into as a revealing
indicator of the pi-bond character. The pi delocalization will be larger
the higher the ellipticity value.

The AIM analysis’s results for the electron density, Laplacian density,
and ellipticity of the compound in the title were used to calculate the
compound’s properties, which are shown in Supplementary Table 4.The
crucial points and associated graphic produced by the B3LYP/
6-311++G(d,p) technique using the multiwfn program are shown in
Supplementary Fig. 2. The C7-09(0.4242) link in the TDPCA molecule
has the highest electron density, and this bond’s higher negative value,
demonstrates its covalent character. The C5-C6 atom has a higher value
than the others in ellipticity, which denotes the bond’s instability.

4.7.2. ELF and LOL analysis

The Multiwfn program was used to do the topological analysis of the
Localized Orbital Locator LOL and the Electron Localization Function
(electrons are strongly localized) ELF [35]. Frequently, multiwfn pro-
grammes are used to reveal the atomic shell structure, categories
chemical bonds, and validate charge-shift bonds on molecular surfaces.
ELF allows for the local measurement of Pauli repulsion, which is
directly connected to the kinetic energy of electrons. Greater values ELF
[0.0 to 1.0] show that electrons are significantly localized, which im-
plies the presence of a covalent bond, inner shells, or a lone pair of the
atoms. Smaller values (0.5) represent locations where electrons are
projected to be delocalized. Supplementary Fig. 3 shows the ELF and
LOL color-filled map.

The ELF color-filled map (a) shows the delocalized electron cloud
around a few carbon and nitrogen atoms in blue, the localized bonding
around hydrogen atoms in considerable detail, and the non-bonding
electrons in red. The LOL color-filled map(b)reveals that the centres of
certain hydrogen atoms are white, indicating that a single localized
orbital predominates the bonds (exceeds the upper limit 0.8).The
valence shell, inner shells of a few carbon atoms, and oxygen atoms of
the depleted region are represented by the blue circles, whereas the high
LOL values of the covalent kind of electron depletion zone around the
nitrogen atom are represented by the red circles.

4.7.3. RDG analysis

The RDG technique, which uses Multiwfn and the visual molecular
dynamics (VMD) application, is a topological tool that exposes non-
covalent interactions such as van der Waals, steric effects and hydrogen
bonds [36]. The region of these interactions and their graphical repre-
sentation are provided by the RDG analysis, which is based on the
electron density and its derivatives [78]. The second eigen value of the
electron density, sign (A2)p, can be used to build an RDG scatter graph
between RDG and sign (A2)p, that provides crucial information on the
nature and strength of the interactions. To describe the nature of in-
teractions, use sign(iy)p. Repulsion is indicated by a sign (A2)p > O,
attraction is indicated by a sign (A2)p < 0, and van der Waals weak
interaction is indicated by a sign (Ap)p virtually O [79].

The steric effect can be seen in the red color scatter near the car-
boxylic group in the RDG isosurface plot, and it can also be seen in the
scatter plot between the positive region between 0.05 and 0.01 a.u [80].
Green color scatter indicates the presence of non-covalent van der Waals
force H...H inter scatter between 0.01-0.02.The red scatter in the iso-
surface density plots, which show the non-bonded interactions from the
RDG graph, appears in a high range between 0.05 and —0.01 a.u. The
RDG scatter graph demonstrates the significant steric effect and van der
Waals force interaction that take place in the compound of TDPCA. The
Fig. 6(a,b) displays the RDG scatter and isosurface plots of TDPCA.

4.8. Fukui function

One of the greatest ways to understand well-known chemical con-
cepts like electronegativity, electron affinity, ionization potential,
chemical potential etc., is through the use of DFT. The atomic de-
scriptors were first used by Kolandaivel et al. to identify the molecule’s
regionally reactive areas [81]. Individual atomic charge calculated by
NPA (Natural Population Analysis) and MPA (Mulliken Population
Analysis) has been used to develop the Fukui function. The following
expression is used to determine fukui functions [82]:

Thenucleophilicattack = fj* = [qj(N + 1)—qj(N)]
Theelectrophilicattack = fj~ = [qj(N)—qj(N — 1)]
andradicalattack = fj’ = [qj(N + 1)—qj(N — 1)]/2

where q stands for the atomic charge at the rth atomic site in chemical
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Fig. 6. RDG scatter and isosurface plots of TDPCA.

species like neutral (N), anionic (N + 1), and cationic (N-1) species. The
signs +, -, and 0, respectively stand for nucleophilic, electrophilic, and
radical assaults. The formula below is used to calculate the Dual
descriptor f(r).

Dualdescriptor = AF(r) = [f]+ - fj”}

Dual descriptors F(r)>0 and F(r)0, respectively, indicate that
nucleophilic assaults are more advantageous at the site than electro-
philic attacks. Both descriptors F(r) distinguishes between nucleophilic
and electrophilic attack at a certain location with their sign. A visual
representation of fukui functions and dual descriptors is shown in Sup-
plementary Fig. 4(a,b,c).For each atom in the molecule, Supplementary
Table 5 gives full details on the Fukui functions, local softness, Mulliken
atomic charges and dual descriptor values. In the following order, the
both descriptor for nucleophilic attack C7 > C1 > C3 is presence in the
molecule. Dual adjective describes an electrophilic attack negatively as
the order C6 > 014 > 012 > 09 > N4 > H15 > C5 > H11 > H13 > 08 >
H10 >N2. The likelihood of radical attacks is indicated by numbers that
are nearly equal to zero or equal to zero. Electrophilic attack is more
likely to occur on negatively charged atoms. If the three types of assaults
are compared, it may be discovered that the nucleophilic attack is more
reactive than the electrophilic and radical attacks.

4.9. Molecular docking

The fields of structural molecular biology, pharmacogenomics, and
computer-aided drug design all place a high value on molecular docking
[83]. In the current investigation, molecular docking for a protein linked
to anti-cancer activity was done. The composition of the target protein
2WXQ was retrieved from the RSCB protein data repository [84]. The
Ramachandran plot, as illustrated in Fig. 11, is used to assess the pro-
tein’s quality and confirm that all of the residues are present within the
permitted range. To create the ligand PDB format, the optimal molecular
structure using density functional theory is helpful [85]. TDPCA is
docked with 2WXQ protein using the Auto Dock program. In the
protein-ligand binding interaction, a binding energy of —5.45 kcal/mol
was detected. Fig. 7 depicts this, and Table 3 lists the significant fea-
tures. This chemical is a potent anti-cancer medication, as evidenced by
the low value of binding energy.

Fig. 7. Molecular docking of TDPCA.

Table 3
Protein, binding residue, bond distance, binding energy of TDPCA.
Protein (PDB: Binding Bond distances Binding energy (kcal/
D) residues A) mol)
ILE 3.50
ILE 3.11
ASN 2.83
LYS 2.83
2WXQ ASN 3.17 36
LYS 3.00
ASP 2.89
TRP 2.92

5. Conclusion

The current study reports on the spectroscopic investigation of
TDPCA utilizing FT-IR and FT-Raman, theoretically and experimentally.
Overall, it was observed that there was good agreement between the
typical modes of vibrations in theory and experiment. Strong
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intramolecular hyperconjugative interaction and molecular stability are
indicated by NBO analysis. The HOMO and LUMO values are computed
and the energy gap is determined to be 4.5897 eV. The molecule’s anti-
cancer efficacy is supported by its low HOMO-LUMO energy, which also
indicates the possibility of ICT interaction. Using MEP, Fukui, ELF, LOL,
and RDG, the electron distribution and reactive sites on the surface of
the compound were examined. The anti-cancer effect of the title mole-
cule is further revealed by the strong activity of TDPCA molecule against
IA PI 3-Kinase PDB (2WXQ), with a binding energy of —5.6 kcal / mol.
Thus, the novel title compound TDPCA may be expected as a useful
therapeutic target for cancer treatment. We expect that all of the study’s
findings will be useful to researchers who are analyzing and creating
novel materials.
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To identify promising compounds and to develop a potent non-linear optical material, the molecule 1-acetyl-2-
(4-ethoxy-3-methoxyphenyl) cyclopropane (AEMC) was selected. FTIR and FT-Raman spectroscopy techniques
were employed to predict the functional groups and vibrational modes of AEMC. Gaussian 09 W software was
utilised to analyse the parameters of the optimised title compound. Reactive sites were forecasted using MEP
plots. To clarify the chemical significance of the molecule, ELF and LOL are utilised. Furthermore, the presence of
interactions within the molecule is confirmed by RDG analysis. The strong and weak hydrogen bonds between

the non-bonding atoms of AEMC are studied with the aid of AIM analysis. Additionally, the material’s capacity to
produce non-linear effects (NLO) was ascertained by examining the linear polarizability and first order hyper

polarizability values.

1. Introduction

Nonlinear optical (NLO) materials respond to incident photon’s
electric field in a nonlinear approach, that may culminate in an array of
optical phenomena including the creation of new light frequencies or
changes to the material’s optical characteristics [1]. Nonlinear optical
materials have been applied in various fields such as atomic, molecular,
solid-state physics, surfaces interface sciences, materials science, medi-
cine, chemical dynamics, and biophysics. Due to recent developments in
laser technology, Non-linear optics (NLO) has emerged as a prominent
area of study. It is critical to develop non-linear optical materials with
improved response. To create materials with improved non-linear op-
tical properties, it is crucial to have a theoretical understanding of the
factors impacting those properties [2].

Cyclopropane and its derivatives are unique amongst the cyclic
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E-mail address: nathan.amalphysics@gmail.com (M. Amalanathan).
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carbon compounds due to their unique structure, spectra, and chemical
properties [3]. Cyclopropane is not only used in natural products, but
it’s also a common structure in drugs or drug development projects that
are currently on the market [4]. The use of cyclopropane derivatives
offers a unique opportunity to create structures with unparalleled syn-
thetic potential. Furthermore, both natural and synthetic compounds
with simple functions are imbued with a wide range of biological
properties, including enzyme inhibition, antibiotics, antivirals, anti-
tumor, and neurochemicals [5].

The past few decades have seen a significant advancement in bio-
informatics and structural biology, with the advancement of computa-
tional tools for genomic data analysis, which has enabled the
development of novel approaches for vaccine design [6]. The DFT
calculation method under the B3LYP/6-311 ++G(d, p) level of theory
was utilised in this work to obtain the most stable structure in the
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ground state [7]. Presently, the ab-initio community acknowledged the
DFT method as a prevalent post-HF approach and precision with regards
to the estimation of several molecular properties [8]. The best approach
for studying hybrid materials theoretically is DFT as it impacts a good
equilibrium between calculation time and result precision [9] .In light of
its significance in numerous chemical and biological processes, intra- or
intermolecular proton transfer has drawn an abundance of attention in
recent years [10].

In the search for promising compounds, 1-acetyl-2-(4-ethoxy-3-
methoxyphenyl) cyclopropane (AEMC) is chosen as the title molecule
for the study. This work set out to analyse the AEMC molecule’s
conformational analysis, energies of the molecular orbital, IR and
Raman spectra theoretically and experimentally. The theoretical and
experimental spectra of AEMC molecules have not been extensively
studied to the fullest extent. Thus, this investigation was conducted in
order to attain an extensive comprehension of the vibrational spectrum
of AEMC molecules and to classify the different modes with higher wave
number precision. By NBO (Natural Bond Orbital Analysis) the stability
of AEMC is determined. The energy gap is determined by Frontier Mo-
lecular Orbital Analysis (Molecular Orbital Analysis). The electron dis-
tribution and reactive sites on surface of the analysed compound were
determined by Molecular Electrostatic Potential (MEP), Electron local-
ization function (ELF) and Localized Orbital locator (LOL).

2. Materials and methods

The AEMC was sourced from Sigma Aldrich Company with a purity
of 99 % and was utilised without any additional purification. In the
evacuation mode, the title compound’s FTIR spectrum was recorded in a
range of 4000-400cm ~'at a resolution of 1.0 cm 'on a PERKIN ELMER
FTIR spectrometer using KBR pellet technique. In the pure mode, the
title molecule’s FT-Raman spectra were recorded at 4000-100 cm ™!
using an ND: YAG laser at 100 mW at a resolution of 2 cm™! on a

BRUCKER RFS 27.
3. Computational details

The present work’s computations were carried out at B3LYP levels
using the Gaussian 09 W [11] package program in conjunction with the
6-311++ G (d, p) basis set function of the density functional theory
(DFT) through gradient geometry optimisation [12]. In order to
comprehend intermolecular delocalisation or hyper conjugation,

Chemical Physics Impact 8 (2024) 100420

Natural Bond Orbital (NBO) calculations were performed at the
DFT/B3LYP level using the NBO 3.1 program as implemented in the
Gaussian 09W package. To shape the Highest Occupied Molecular
Orbital (HOMO), Lowest Unoccupied Molecular Orbital (LUMO) and
Molecular Electrostatic Potential (MEP) the visualisation program of
Gauss view 5.0.8 [13] was used. The VEDA4 program, developed by
Jamroz, [14] was utilised to perform in-depth vibrational mode as-
signments through the use of percentage potential energy distribution
(PED) analysis. The AIM, ELF, LOL, and NCI analyses [15-17] using
Multiwfn software [18] were used to further look into the hydrogen
bonding nature, and the VMD software package [19] was used to
visualise the isosurfaces.

4. Result and discussion
4.1. Optimised parameter

Gaussian 09 W program package was used to optimize the molecular
structural parameters of the title molecule, and to visualize the opti-
mised molecular structure Gauss View was utilised.Fig.1 illustrates the
optimised structure. Supplementary Table.1 displays the structural pa-
rameters that were determined using the DFT method. The bond lengths
(C3—Ci6), (C10—Cy1) and (Cy2- Cy3) are larger than the C—C bond owing
to the electron transfer from lone pair oxygen to the carbon atom. The
presence of a hydrogen atom linked to the carbon atom accounts for the
bond lengths (C7-Cg) and (C4—Cs) being shorter than the actual bond
length. As a result of the single bond, it is found that (C;—Hjs),
(C1—Hjs), and (C;3—Hss) are larger. 1.234 Ais the reported value that

Table 1

Calculated energy values of the title molecule using B3LYP++ G(d,p) basic set.
Molecular Properties Mathematical Description Energy(eV)
Enomo Energy of HOMO —8.1551
ELumo Energy of LUMO —4.4190
Energy Gap AEg= Epomo- ELumo 3.7361
Ionization Potential (IP) 1P = -Enomo 8.1551
Electron Affinity (EA) EA= -Erymo 4.4190
Electronegativity (y) % = - 1/2(Erumo + Enomo) 6.287
Chemical potential (1) p = 1/2(ELumo + Enomo) —6.287
Global Hardness(n) n= 1/2(Erymo-Enomo) 1.8680
Softness (S) S=1/2n 0.2676
Electrophilicity index (o) o = p%/2n 10.5797

Fig. 1. Optimized structure of 1-acetyl-2-(4-ethoxy-3-methoxyphenyl) cyclopropane (AEMC).
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corresponds to the calculated C = O bond length of 1.2172 A [20].
Charge transfer within the molecule is the reason for the C;5—0429
(1.2172 }o\) bond’s shortening from its normal value. The values of
(C4—Cs5—Cg) and (Ce—Cy—Cg) exceed 120°, implying the existence of
hyper conjugate interaction. A bond angle of (C¢—Cs—Hjys) greater than
120° signifies the delocalisation of charge within the methyl group.
Since methyl groups are typically associated with electron-donating
substitution, the bond lengths C;0—Cy; increase with the value of 1.5151
A Conversely, the bond lengths of C;—O2 (1.4307 A) and C4—0O9
(1.373 A) both increase as a result of the methyl group that donates
electrons being attached to the carbon atoms of C; and Cs. It is also well
known that DFT optimised bond lengths are usually longer, due to the
inclusion of electron correlation [21].The methylene group exhibits a
greater degree of tilt from the para substituted phenyl ring, as seen by
the torsion angles Cg—C3—C4—0yp = —177.0°, C3—C4—O099—Co1 =
—69.30, C67C57C47020 = 176.60, and C5*C4*020*C21 =113.1°

As the cyclopropane is attached to the Cg carbon atom in the phenyl
ring, the bond lengths of the C¢—Cy (1.394 A) and C6—C7 (1.402 A)
carbon atoms are slightly longer than those of the other carbon atoms in
the phenyl ring. It is evident that there is hyperconjugation (n—c*)
between the lone-pair electrons of the Oy9 atom and the C;p—C;3 and
C12—Ci3 bonds by lengthening the bond distances C;g—Ci2 (1.4909 A
and Cyo—Cy3 (1.5147 A) and contracting the internal bond angle
C10—Ci2—Ci3 (116.3°).The dihedral angles for the title molecule
C1—02—C3—C4 (—175.90), Cg—C4—020—C21 (—69.30), and
C1—05—C3—Cg (2.147°), C5—C4—020—Co1 (113.1°) shows folded
conformations of the molecule.

The geometric and electronic structure of the molecules can be
significantly influenced by the type of substituent, which can either
donate electrons (CHs) or accept them (Cyclopropane). The charge
distribution on the ring’s carbon atom provides an elucidation for slight
variations in bond length in terms of the substitution effect [22]. The
ground state energy of the optimised structure is obtained as
—769.955657 Hartree and the dipole moment is 3.2340 Debye.

4.2. Natural bond orbital

The DFT level of calculation is utilised to examine the various second
order interactions between filled orbitals from one subsystem and empty
orbitals from another subsystem, which serves as a measure of the
hyperconjugation or delocalization of the electrons [23]. In order to
attain more extensive understanding of the molecular electronic struc-
ture, the principal natural orbital interactions of the molecule were
evaluated with the aid of the Non-Binding Organization (NBO) 5.0
program [24]. The strong intramolecular hyperconjugative interactions
of the molecule are unveiled by the second-order perturbation theory
analysis of Fock matrix in the NBO basis, which are presented in Sup-
plementary Table 2.

Intramolecular Hyperconjugative Interactions (ICTs) are formed by
orbital overlap between the orbitals of the 6 and 1 C—C bond and 6* and
n* C—H, C—C bond orbitals of the two hydrogen bond orbitals. When
ICT is induced, it stabilises the system. The most important feature of the
NBO of a hydrogen bond system is the transfer of charge between the
lone pair of protons (proton acceptor) and the antibonds (proton donor).
The NBO result validate the existence of hydrogen bonds within mole-
cules due to the interaction between the lone oxygen pair and the anti-
bond orbitals of the two molecules, LP;05 — 6*(C; -Hy4), LP202 — 6 *
(C1—Hjs), respectively. The C—H bond gets stronger and weaker as a
result of rehybridising [25] , Which is disclosed by the lower value of ED
0.02683e and 0.0263e in the 6*(C; -Hi4) and 6*(C;—H;s) orbitals
respectively. The blue shift of hydrogen bonding due to improper
bonding is predicted by the NBO results with optimised geometric pa-
rameters and the corresponding up shift of C—H stretching wavelength
(C—H = 3054 cm_l).The higher the E (2) value, the more intense the
interactions between the electron donors and the electron acceptors are
Intramolecular Hyperconjugative Interactions (IGI) are formed by
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orbital overlap between the orbitals of the electron donor and the
electron acceptor. The orbital overlap between the orbital of the donor
and the bond orbitals of the n(C—C) and n*(C—C) bond results in
Intramolecular Charge Transfer (ICT) which stabilises the system. The
phenyl ring exhibits strong electron delocalisation at conjugated bonds
ED at & bonds (1.67-1.97 e) and n* bonds (0.35-0.39 e), resulting in
stabilisation of (=~ 17-20 kJ/mol) energy. When NBO is conjugated with
1(Ce—Cy) — n*(C4—Cs), it results in a huge amount of stabilisation
(20.02 KJ/mol) for the title molecule. This strong stabilization indicates
greater delocalization. The presence of a strong interaction between the
lone O, orbital containing a = type electron pair and the neighbouring
phenyl ring antibonding orbital of a pair of n*(C3—Csg) has been
observed. This interaction causes the lone pair’s orbital occupancy to be
lower than the other orbital occupancy, and can cause O3 to be hyper-
conjugated with the phenyl ring.

Intramolecular C-H...O hydrogen bonding is induced by the overlap
of the orbital LP,0 and c* (C-H), resulting in Intramolecular Charge
Transfer (ICT) which stabilizes H-bonded systems. As a result of this
interaction, the C—H anti-bonding orbital has an increased electron
density, thereby reinforcing the C—H bond. C-H...O intramolecular
hydrogen bonding is also confirmed between lone pair LP2Oa,
LP,0y9and antibonding orbitals 6* (C14-H;is), 6* (C12-Hi3) with stabi-
lisation energy of 19.85 kcal/mol. This confirms the intrinsic C-H...O
hydrogen bonding.

The atom label and the hybrid label, which indicates the hybrid
orbital (sp*) composition (s character and p character), of the title
molecule, were identified and tabulated in Supplementary table. 3. The
presence of a p character of ~100% was observed in atoms of © bonding
in © (C3-Cg), © (C4-Cs) and © (Ce—Cy. The occupancy of Nucleobases in
the molecule is indicative of their profound dependency on the chemical
system. i.e.), the bonding orbital of C3- Cg with 1,6852 electrons con-
tains 99.99% Cs characters in a sp!"°hybrid, while the corresponding C8
hybrid orbital contains 99.95%. C4—Cs bonding orbital (1.7034) con-
tains 99.14% of C4 in sp*!*and 99.75% of Cs in sp'*°. Ce—C, bonding
(1.6746) contains 99.96% of Cg in sp!*®and 99.97% of C; in hybrid
orbital.Cg—Cjo bonding orbitals possessed 81.05% C3 character in a
sp*2° hybrid and 80.12% C8 character in a sp*°* hybrid orbital with
1.8900 electrons.

Natural atom hybrid orbital energies possess a high p-character and
low occupation number. Natural hybrid orbital energies are equal to
—0.3999 a.u and —0.3199 a.u respectively. The hybrid orbital energies
of the p-character are found to be ~99.9% and its lower occupancy
numbers are ~1.8470 and 1.889 e respectively. Conversely, LP;05¢ and
LP,0y possessed with occupancy number of 1.9511 and 1.9081e with
energies of —0.4992 and —0.3556 a.u.

4.3. Mulliken charge analysis

Mulliken atomic charge distribution is a major determinant of a
molecule’s dipole moment and polarisability. It is also influential in the
electronic structure of the molecule and the vibrational modes of the
molecule. This distribution has been utilised to elucidate the electro-
static potential equalisation process and model of the electrostatic po-
tential external to the molecular surface [26]. These elements play a
critical role in the qualitative analysis of both inorganic and organic
reactivities [27]. The atomic charge distributions were determined by
calculating the electron number of each atom according to the basis set.
The total atomic charge is calculated using Mulliken’s population
analysis with an optimised geometry, and the natural charges are
calculated using natural bond orbital analysis. These are shown in
Supplementary Table 4.The graphical representation of the analysis is
shown in Supplementary fig. 1.

The distribution of carbon atoms in the compound indicates that the
positively charged carbon atoms are those of the substituted carbon
group (Cg, Cg, Cy, C19 and Cp5) and the remaining carbon atoms are
negatively charged. This is indicative of the existence of a positive
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charge in the carbon atom, which is attributed to the delocalisation of
electrons from both the oxygen and the carbon atoms of the methyl
group. Cjo and Cjp show the transfer of charge from LP;099 to
a*(Clo*Cu) (18.82 kJmOlil) and O'*(C12*H13) (19.85 kJ mOlil).All
hydrogen atoms bewitched a positive charge. In addition, the carbon
atom Cj; (- 0.8047 e) has a higher electronegativities than other carbon
atoms due to the fact that it is surrounded by two positively charged
hydrogen atoms. The results indicate that the oxygen atom Osg, has
more negatively charged atoms, while the hydrogen atom Hyg, has more
positively charged atoms. This implies that the hydrogen atom is bonded
to the oxygen atom, and the oxygen atoms are all electron acceptors,
resulting in the transfer of charge from hydrogen to oxygen.

4.4. HOMO-LUMO

The excitation energies can be calculated in a variety of ways. The
most basic method entails the difference between a neutral system’s
highest and lowest occupied molecular orbital values (HOMO and
LUMO respectively). This form is analogous to the frozen orbit
approximation, as ground state characteristics are utilised to determine
excitation parameters. The HOMO-to-LUMO energy gap is one of the
most important parameters in determining the molecular electrical
transport characteristics and contributes to the electron conductivity
measurement [28] .Calculation of the HOMO, LUMO and energy gap of
the title molecule is based on the B3LYP level using 6-311++G(d, p).
The wave function analysis suggests that the electronic absorption is
associated with the transition from ground to the initial excited state,
and is primarily characterized by a single electron excitation between
the highest occupied molecular orbit (HOMO) of the molecule and the
lowest unoccupied molecular orbital (LUMO) of the molecule. In gen-
eral, the energy of the LUMO molecule and the energy of the HOMO

p
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molecule, as well as their energy gap, are indicative of the chemical
functioning of the molecule, which is a key factor in its stability [29].
The title compound may have more interactive properties due to the
evenly distributed electron density of its LUMO and HOMO orbitals
[30].

Table 1 shows the title compound’s frontier molecular orbitals en-
ergies (Egomo, Erumo), energy gap (AE), electronegativity (y), the
chemical potential (), global hardness (1), global softness (S) and global
electrophilicity index (®). Recently, the quantities of reactivity have
been determined in order to get brief overview about the different
pollutants that are toxic in terms of reactivity and selectivity of the site.
The molecular stability of a compound is determined by the overall
hardness and flexibility of the compound, which is a reliable indicator of
its chemical stability. The HOMO-LUMO energy gap value of a molecule
is used to determine whether it is a soft molecule or a hard molecule.
Hard molecules are one which has a high energy gap, while a molecule
with a less energy gap is classified as a soft molecule. Fig. 2 illustrates the
HOMO and LUMO energy levels and their distribution.

The DFT calculation of the title molecule indicates that the HOMO
cloud distribution, as well as the LUMO cloud distribution, is centred
around the phenyl ring and the methoxy group, with partial coverage of
the ethoxy and cyclopropane groups, and the Ozgatom. The LUMO, on
the other hand, concentrates on phenyl ring, cyclopropane and acetyl
group. The hardness (1)) of the title compound is determined and it is
calculated to be 1.886 eV, which means it is a hard material. The energy
gap (AE) between HOMO and LUMO energy of the compound is 3.7361
eV The lower value of the HOMO-LUMO gap indicates that the molecule
can be analysed intramolecularly for the transfer of charge and also
indicates that the molecule is bioactive and stable. The value of the
chemical potential of the title molecule p = —6.287 eV is negative, thus
indicating the stability of the molecule. Also, band gap energy of the title

En_rno =.4.4190

AEnomo.Lmvo = 3.7361

F

y EHO'.\IO = .8.1551

9

Fig. 2. Energy distribution between HOMO and LUMO.
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molecule is found to be low, which indicates the stability of the
molecule.

4.5. Molecular electrostatic potential (MEP)

MEP plays an essential role in studying molecular interactions, pre-
dicting nucleophile and electrophile sites, molecular clusters, and
predication, as well as a wide variety of microscopic properties [31,32].
The electrophilic and nucleophilic attack on the reactive sites for AEMC
is predicted by MEP at the B3LYP/6-311++ G(d,p) method. The
negative electrostatic potential refers to the proton’s attraction due to
the high concentration of electrons in the molecule (represented by red
on the surface of the MEP), while the positive correlate with the proton’s
repulsion due to atomic nuclei in areas where there is low electron
density and the nuclear charge isn’t fully shielded (represented by blue).
For a better clarity, reactive sites of the molecule have been identified
with different colours [33].The electrostatic potential of the negative
atom decreases and the positive region of the other atom becomes less
positive when there is an intra- or intermolecular interaction [34] .MEPs
allow the evaluation of the capacity of a molecule to interact Electro-
statically with a binding site and visualization [35].The mapping
scheme was based on a colour-coded system, with the red region indi-
cating the region of the highest electro-negative potential (electrophilic
attack), and the blue region indicating the highest electro-positive po-
tential(nucleophilic attack).MEP surface map is shown in Fig. 3.

In this analysis, the negative potential lies close to the carbonyl
group and the acetyl group, specifying electrophilic reactions of the title
molecule, while the positive potential is centred on the phenyl ring and
all of the hydrogen atoms, specifying nucleophilic reaction of the title
molecule. These interactions and active sites on the title molecule pro-
vide an indication of the biological activity of the compound. The
elezctrostatic potential is found to lie in the range of —5.393 e~2 to 5.393
e “.

4.6. Vibrational analysis
The spectroscopic properties of AEMC have not been extensively

investigated to the fullest extent. Since AEMC has 35 atoms, it has 99
modes of vibration (3N-6) in addition to three translational modes and
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three rotational modes. The vibrational wave numbers of FT-IR and FT-
Raman were theoretically determined theoretically by the DFT method
using the B3LYP/6-31++G (d,p) basis set. Calculated frequencies are
naturally harmonic while experimental frequencies are unharmonic in
nature. This is the primary reason for the deviation in methylene group.
The deviation in other groups is due to the approximations that were
carried out in the computational method. To address these systematic
errors, the frequencies calculated were scaled by an appropriate scaling
factor (0.961) to reduce the difference in theoretical and experimental
performance.Combined experimental and theoretical FTIR and FT-
Raman spectra are depicted in Fig. 4 and Fig. 5. Table.2 shows the
calculated scaled wave numbers with the experimental FTIR and FT-
Raman wave numbers of the title compound.

4.6.1. Phenyl ring vibration
AEMC is made up of a tri-substituted benzene ring. Carbon stretching

303
2944
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Fig. 4. Combined theoretical and experimental FTIR spectra of the
title molecule.

Fig. 3. Molecular Electrostatic Potential surface map of AEMC.
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Fig. 5. Combined theoretical and experimental FT-Raman spectra of the
title molecule.

is usually very important in vibrational spectra for benzene derivatives.
The phenyl group exhibits stretching modes in the C—C range, ranging
from 1650-1100 cm ! [36]. In the present molecule the peaks perceived
at 1592 cm_l, 1393 cm ™ 'and 1316 cm ™! are assigned to Raman spec-
trum and the peaks at 1590 em~4,1391 em 11,311 em™1,1270 em ™! and
920 cm'are assigned to IR spectrum to C—C stretching vibration. The
electro-negativity of the oxygen atom causes slight variations in fre-
quency for these modes. The phenyl ring’s bending modes were char-
acterized by medium-intensity bands at 1592 ecm ™ *for Raman and 1590
cm ™ or IR spectrum. The other vibrations observed in the fingerprint
area correspond closely to the spectra observed.

4.6.2. CHjs vibrations

When the electron-donor methyl group (CHgs) is directly connected to
the oxygen atom, the stretching and bending bands of the C-H pair can
undergo energetic changes due to the electronic interactions involved.
This results in the expansion of the O—CHg vibrational bands across a
wider area than the C—CHs group does. In the present work, a methoxy
(OCH3-) group attached to the phenyl ring of the title compound.The
CHj stretching predicted at 2983 cm ™ lies under the observed values at
3014 cm’l, 2938 cm~! in Raman and 2985 cm’l, 2937 cm~! in IR
spectra, respectively. The wavenumber is deviated due to the slight
deviation in the orientation of the methoxy group. AEMC contains two
methyl groups in its side chain. Vibrations of CHj3 in the form of
stretching and deformations are relatively localised and result in satis-
factory group wavenumbers. The most stable vibrations in the spectrum
are C—H stretching vibrations. Stretching vibrations for the CHs and
C—H groups gives a series of sharp bands from 2980 to 2875 em ! [37,
38].For the title compound, at 2985 cm ™' a medium peak is observed,
which corresponds to the CHs stretching mode vibration.

4.6.3. C=0, C—O vibrations

Generally, Ketones, Aldehydes, and Amides demonstrate IR absorp-
tion at a range of 1750-1650 cm™!. Carbonyl group vibrations have
resulted in distinct bands in the vibrational spectrum, which have been
extensively studied. The increase in intensity of these bands can be due
to the induction of conjugation or hydrogen bonding. The combination
of conjugation, ring size and hydrogen bonding, as well as steric and
electronic reactions, can often lead to substantial changes in the C=0
absorption frequency [39].

The intensity of the carbonyl vibration bands in ketones is typically
very high and is predicted to be in the range of 1715-1680 cm™!. The
double bond in carbon-oxygen is formed by pr—pr between oxygen and
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Table 2
Scaled and Observed wave frequencies with PED contribution of AEMC using
method B3LYP++ G(d,p) basic set.

Wave Numbers Assignments with PED (>10 %)

Experimental Scaled

Values values

FT- FT-

IR Raman

- - 3134 0Cy1Hay (99)

- - 3119 0CgHas (95)

- - 3093 0CsHas (99)

- - 3084 0CyHsg (92)

- - 3074 0C1oHas (89)

- - 3068 0CoHye (88)

- - 3062 0Cy3H3; (85)

- - 3049 0Cz1Haz (91)

- - 3048 0C;1Hy7 (98)

- - 3038 0C;6H17 (89)

- - 3031 0Cr6Hi7 (90)

- 3014 3011 0Cz1Hyy (89)

- - 3001 0C;3H30 (99)

2085 - 2962 0Cy6H17 (98)

- - 2953 vC1Hi14 (97)

- - 2945 vCi3H31 (14) + vCy3H30 (86)

2937 2938 2933 0C21Has (95)

- - 2916 0C1H14(98)

1686 1691 1731 v029C12(87)

- 1666 1613 0C4Cs(55) + PH23C21020 (15)

1590 1592 1574 0C5C(53) + PC3C4Cs (13)

1519 1523 1514 pH14C1H;5 (36)

- - 1498 PH14C1Hys (56) + pH17C16Hio (12)

- - 1490 BH22C21Haq (78)

- - 1480 PH,4C1Hys (16) + PH1,CrgHio (66)

- - 1466 PH23C21Ha4 (68)

- - 1464 PH18C16H19 (64) + PH23Co1H24 (11) +
TH;7C16C102(12)

- - 1455 pH27C11Hag (27)

- - 1454 PH30C13C12 (27) + Out C13H30C12H31(63) 4 Out
C21H22C24H23(25)

- - 1450 PHa7C11Hag (29) + Out CogHasCasHos(37)

- 1446 1445 BH30C13C32 (78)

- - 1415 0C4Cs(19) + PHarCrrHag (16) + PHasCsCa (10) +
Out Cz1H22C24H23(10)

- - 1403 Out Cy6H;7H19H;5(56)

1391 1391 1395 0C4Cs(10) + PH26CoCe (24) + PH27C11Hog (12)

- - 1374 BH15C1Cr6 (32) + PH1C16C1 (11) + Out
C16H17H19H18(28)

- 1355 1364 Out Cy3H31H35H30(75)

- - 1334 PHa6CoCe (46)

1311 1316 1301 0C3Cg(45)

1270 - 1274 0CsC6(17) + 102C3(18) + v020C4(12) +
PH15C1C16 (26) + TH14C1C16H10(28) +
TH17C16C102(15)

1272 - 1273 pH;15C1Cr6 (11)

- - 1253 BH35CsC4 (56)

1240 1232 1220 002C3(17) + PH23C210490 (17)

- - 1204 0C9C11(18) 4 vC10C11(15) + PH26CoCq (12)

- 1186 1181 BH23C21020 (61)

- - 1167 0C10C11(13) + vC12C13(15) + PH26CoCo (13) +
fH31CoCs (12)

- - 1157 BH18C16H10 (14) + TH14C1C16H19(17) +
TH;7C16C102(48) + T™H19C16C102(10)

1144 - 1146 0CsCo(13) + PH14CrHys (12)

- - 1140 BH23C21Hag (12) + Out Ca1H35Co4H23(82)

- 1133 1134 0C1Cr6(10) + PHigCreCr (12) +
TH27C11C10Co(36) +

- - 1108 1C;1C16(14) + PH18C16C1 (22) + PC10C12C13 (10)
+ tH27C11C10Co(12)

- - 1086 BH,7C11C10 (34) + Out C;10C11C12H33(36) +
TH27C11C10Co(11)

- - 1051 TH57C11C10Co(78)

- - 1043 0C;C16(64)

1032 1033 1031 0C;C16(15) + 0020C21(17)

- - 1028 BH30C13C12 (39) + Out C;3C30C12H31(17) +
1C9C11C10C12(13)

- - 1013 v020C21(40) + PH26CoCs (10) +
TH27C11C10Co(11)

(continued on next page)
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Table 2 (continued)

Wave Numbers Assignments with PED (>10 %)

Experimental Scaled

Values values

FT- FT-

IR Raman

961 964 950 1C10C12(13) + vC10C11(10) + BH31C13Cq2 (33)

- - 925 BH27C11C10 (11) + tH27C11C10Co(20) + Out
C10C11C12H33(19)

920 - 923 vC5Ce(13) + vC12Cy3(13)

- 918 912 0C;C16(33) + PH18C16C1 (11)

- - 894 THa4C,CgHo(10)

- 850 864 0CoC11(10) + TH,5C5C6Co(17) +
TH27C11C10Co(16)

- - 822 PH15C16C (10) + THs4CrCHo(16) +
TH14C102C3(11) + TH;5C16C102(20)

- - 806 BCoC11C10(17) + TH34C7C6Co(41)

769 773 767 0C10C12(19) + PHz,C11Cro (14)

- - 764 0029C12(87) + v0,C3(13) + PCsCeC7(15)

- - 713 7C5C4C3Cg(46)

- - 693 0C6Co(10) + PCsCrCe(30)

627 620 635 1C5CeCrCe(43)

- - 604 BCsC6C7(30)

- 582 582 BH30C13C12 (10) + tC9C11C10C12(45)

- - 576 0C12C13(24) + BC10C12C13 (48)

- - 480 BC3C4020 (13) + TC3CgC;Ce(10)

- - 466 BC3C4Cs (16) + TC3CgC7Ce(17)

- - 424 BCsCoC11 (21) + TC5C4C305(10)

- - 410 $C10C12C13 (11)

- - 352 pC10C12C13 (43)

- - 330 BC10C12C13 (12) + BC4020C21 (21) +
1C3CsC7C6(28)

- - 313 BC3C4020(16) + PC102C3 (13)

- - 275 $C10C12C13 (18) + PC4020C21 (16) +
7C5C4C304(15)

- - 257 BC4C3Cs(13) + PC3C4020(11) + PC7CeCo(11) +
Out 029C;0C13C12(11)

- - 249 TH;7C16C10(60)

- - 203 BCoC10C12(23) + PC10C12C13 (12)

- - 187 BCoC10C12(14) + TH24C21020C4(24)

- - 152 TH24C21020C4(37) + Out O29C;0C13C12(15)

- - 145 THa4C100Ca(37) + 7C105C5C4(52)

- - 135 BC102C3(12) + TH32C13C12029(27)

- - 127 TH32C13C12029(63)

- - 104 1C10,C5C4(47)

- - 102 7C102C3C4(41) + BC;CeCo(11)

- - 82 7C102C3C4(17) + ©C102C3C4(46)

- - 65 1C305C1C16(62)

- - 54 1CeCoCr1Cro(71)

- - 37 7C102C3C4(41) + ©C10,C3C4(17)

- - 22 1C;C6CoC11(74)

- - 13 BCoC11C10(17) + TH34C7C6Co(41)

v-stretching, § - in plane bending, y -out of plane bending, 7 -torsion.

carbon atoms and the electrons of lone pair on oxygen, which also de-
termines the nature of carbonyl group [40]. In the AEMC molecule the
frequency of the carbonyl stretching vibration is absorbed as a strong
peak at 1691 em™! (IR) and very strong peak at 1686 cm~!(Raman) and
DFT calculations give this mode at 1790 cm ™. The high intensity of the
C=O0 stretching vibrational mode indicates the presence of intra-
molecular charge transfer within the molecule, resulting in the bioac-
tivity of the molecule [41].

The bands caused by the ester C—O stretching vibration are intense
(partly caused by C—C vibration) and are found in the range of
1300-1100 c¢cm™'. The observed bands in IR at 1272 cm™ !, 1240
cm1,1032 cm'and Raman at 1232 cm 1,103 em ™! were assigned for
C-O stretching vibration. C—OH bending is another form of vibration
associated with carboxylic groups. Depending on the presence of
monomer, dimer or other hydrogen-bonded species, they are expected to
be found in 1150-1450 cm ™! ranges [42] . The medium Raman band at
1232 cm™!, weak Raman bands at 1186 cm™ 1133 ecm™}, 773 cm ™! and
medium IR band at 1240 cm™!shows substantial O—H bending char-
acter which were generated from intermolecular hydrogen bonding
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interaction.

4.6.4. C—C vibrations

C—C stretching vibrations are predicted to be in the range of 650 to
1100 cm™! and are not significantly affected by the composition of the
substituted compound [43].The C—C stretching vibration of this com-
pound were observed at 1033 em™!, 918 cm_1,850 em™!, 773 em™ ! in
FT-IR and 1144 cm™, 1032 ecm™, 920 em™,769 cm™'in FT-Raman
respectively.

4.6.5. C—H vibrations

It has been entrenched that a carbon-hydrogen (C—H) group is a
hydrogen bond donor. Although the interactions between C—H...O are
generally regarded as weak, they account for approximately 20-25 % of
the total hydrogen bond number, making them the second most signif-
icant group [44].Observed C—H bands in plane bending for the title
molecule are characterized by a high degree of sharpness; however, the
intensity of the bands is weak to medium. The calculated scaled down
frequencies 1395, 1273, 1220, 1146, 912, 769and 582 cm 'at B3LYP
were attributed to C—H in plane bending vibrations. Interestingly the
recorded FT-Raman absorptions at 1393, 918, 773, 582 cm ! and FTIR
absorptions at 1391, 1272, 1144, 769 cm ™! attributed to C—H in plane
bending vibrations relies satisfactorily on theoretical calculated values.
A very weak band obtained in FT-Raman at 1355 cm ™! is assigned to
C—H out of plane bending vibrations.

4.7. AIM

AIM (Atoms in Molecules) is an interesting theory to illustrate mo-
lecular topology as it elucidates the bond critical points (BCPs) between
adjacent atoms [45,46]. The bond critical points can be localized,
allowing for the calculation of various properties at their respective
positions in space. The most significant of these properties is the bond
critical point charge density (pBCP), which is the minimum charge
density along the bond’s length. The properties of BCPs were obtained
from the topological parameters like the kinetic energy densities G(r),
electron density p(r), the eigenvalues (A1, A2, 13), the A1/ A3 ratio, the
Laplacian A2 p(r), the potential V(r) the total energy densities H(r) and
the bond energy E. The electron density p(r) of hydrogen and its Lap-
lacians A2 p(r), can be used to measure the strength of hydrogen in-
teractions. Generally, the high values of A? p(r) and p(r) indicate a high
degree of interaction strength. Supplementary Figure 2 shows the opti-
mised AIM structure of AEMC. The ellipticity of the molecule calculated
using AIM analysis is shown in supplementary table. 5.

AIM results shows that the AEMC is characterized by two BCPs
describing a C—O...H type hydrogen bonding interaction. At the
hydrogen bond Cj3—O99...Hgg, the BCP has an electron density (0.4005
a. u) and a Laplacian value (0.2342 a. u). This positive Laplacian value
indicates the loss of electrons along the binding path. The energy of the
hydrogen bond C—O...H has been determined by the correlation Eyp =
V(rpcp)/2 as outlined by Espinosa et al. [47] .AEMC has intramolecular
hydrogen bond energy of —18.46 kcal/mol between C;5—0ag...Hsp.

4.8. Electron localization function (ELF)

The Electron localization function (ELF) topological analysis is one of
the most powerful tools for determining the probability of electron pair
localisation. The Electron localization function is a measurement of the
electron’s spatial location in relation to an electron of equivalent spin. It
is used to map a pair of electrons and measure the spatial localization of
the corresponding reference electron. [48]. It is an effective way to
measure the number of electrons in the nucleus system [49].1t also as-
sists in the identification of electron localization in multielectron sys-
tems. Supplementary Fig..3 displays a two-dimensional representation
of the Electron Localization Function. The scale of the function ranges
from 0.0 to 1.0. The colour codes are indicated by a red value for a high
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ELF value, a yellow to green colour for a medium ELF value, and a blue
colour for a low ELF value. Higher levels of electron localisation in a
specific region correspond to higher ELF, while lower ELF corresponds
to lower levels of repulsion [50,51].

The region of depletion between the valence shell and inner shell are
represented by a blue colour circle surrounding few carbon atoms close
to oxygen atoms where lone pair formation can occur. Critical points and
their trajectories, chemical bonds and chemically significant regions
(reds and oranges) in the vicinity of hydrogen atoms provide a clear
indication of the localized bonding, or non-bonding electrons repre-
sented by the colour red is shown in ELF map. This is where the electrons
are located (high Fermi holes), so the covalent bond must exist at this
point, where the lone pair of AEMC atoms is involved.

4.9. Located orbital locator (LOL)

Located orbital locator (LOL) is one of the most common electron
localization descriptors used to describe molecular bonds, reactivities
and chemical structures. LOL and ELF are similar in that they both
depend on kinetic energy density [52].The LOL map is also simpler and
clearer than the ELF map. In addition, ELF elucidates the electron pair
density, and LOL demonstrates the highest localized orbitals that over-
lap due to the orbital’s gradient. Supplementary fig.4 illustrates a
two-dimensional image of localized orbital locators (colour shaded and
contour maps), with a scale range between 0.0 and 0.8. The distribution
of localised orbital locators is derived from B3LYP/6-311++ G (d, p).
Due to the overlapping of localized orbitals, the gradients of localized
orbitals increase to the maximum value as indicated by red colour label
in colour shade map. [53]

In the LOL colour filled map, the core of hydrogen atom is indicated
by a white colour, indicating that the bonds are influenced by a localized
orbital (above the upper limit of 0.8).The blue colour circles indicate the
impoverished region’s valence shell and the inner shells of the few
carbon and oxygen atoms respectively. The green colour indicates the
majority of the areas where the carbon and hydrogen atoms are cova-
lently bonded.

4.10. Reduced density gradient (RDG)

The Noncovalent Interactions Analysis (NCI) is a visualization tool to
visualize the site in the molecule in which the non-covalent interactions
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occur in the physical space. In numerous chemical, biological, and
physical phenomena, weak interactions are important. They have a wide
range of application, including the storage of hydrogen for renewable
energy sources [54]. The NCI index is based on the Reduced Density
Gradient (RDG) and detailed in several research publications [55].
Additionally, it provides the most significant interaction data, such as
Van der Waals, hydrogen bond, and steric relationships within the
molecule [56]. RDG spikes that are significantly negative then, sign (12)
p are the sign of attractive interactions (e.g. dipole and dipole in-
teractions, hydrogen bonding, etc.). If the value of sign(A2) p is large and
positive, the interaction occurs is non-bonding (steric effects). When the
values are close to zero, it means that the interactions are very weak, i.e.
van der Waals interactions (VdW) [57]. The strength of the bond can be
determined from the sign (A2) p of the molecule. For instance, the
hydrogen bond has a density which is negative than the Van der Waals
interaction, while for positive values, the repulsive zone will be
observed. This allowed for the classification of the interactions and their
strength.

Scatter plot and reduced density gradient structure of AEMC is show
in Fig. 6. In the title molecule Red spike indicates steric repulsion in the
centre of phenyl ring in RDG isosurfaces. The red contour from
0.01-0.02 au indicates the repulsive exchange contribution in the RDG
scatter chart. This plot shows the steric repulsion between aromatic
carbon atoms in the rings.The combination of red and green peaks in-
dicates the presence of a weak non-covalent interaction between H...H,
which is also reflected in the RDG graph, where more green peaks are
observed between the values of 0.005 and 0.010 and a.u.

4.11. Nonlinear optical (NLO) effects

Investigating the nonlinear optical properties of molecules is critical
due to the core functions of frequency shifting, optical modulation,
optical switching, optical logic, and optical memory for emerging
technologies such as telecommunications, signal processing, and optical
interconnections [58]. The total dipole moment (tot), linear polariz-
ability (ij), and first-order hyper polarizability (ijk) from the Gaussian
output file have previously been published and discussed in detail
[59-61]. The total molecular dipole moment (p), linear polarizability
(o), and the first-order hyper polarizability (f) were calculated by the
B3LYP method with 6-311++G(d,p) basis sets to investigate the effect
of basis sets on the NLO properties. DFT level is used to compute the
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Fig. 6. Reduced Density Gradient structure and scatter plot of the title molecule.
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dipole moment of AEMC, Urea, and KDP. Supplementary Table 6 shows
the dipole moment components of AEMC, Urea, and KDP, and the total
dipole moment is found to be 1.315 Debye, 1.527 Debye, and 5.911
Debye, respectively. The additional polarizability components (xy, xz,
etc.) are not required to achieve the isotropic quantity. Supplementary
Table 7 shows the polarizability components of AEMC, Urea, and KDP.
The static polarizabilities of Urea, KDP, and AEMC are computed using
the polarizability component and are found to be 22.29x10-23 e.s.u,
5.04x10-24 e.s.u, and 7.28x10-24 e.s.u, respectively. The dynamic
polarizabilities are 13.99x10-23 e.s.u, 6.30x10-24 e.s.u, and
12.65x10-24 e.s.u, respectively. According to the foregoing results, the
static and dynamic polarizability of AEMC material is greater than that
of the NLO reference materials Urea and KDP. It confirms that heavy
intramolecular charge transfer (ICT) improves their linear polarizability
more than others. The presence of ICT contributes to an increase in the
mean polarisation and also leads to an increase in the longitudinal
polarisation of pxx. From these findings, it is inferred that strong charge
transfer substitutions are good candidate for broad polarisation systems
[62,63].

Supplementary Table 8 lists the 10 hyper polarizability components
of AEMC, Urea, and KDP. At the DFT level, the first order hyper polar-
izability of Urea, KDP, and AEMC is calculated to be 2.184x10-29 e.s.u.,
0.78x10-30 e.s.u., and 7.390x10-30 e.s.u., respectively. When
compared to Urea and KDP, the values for AEMC are high. The study also
suggests that the amount of a molecule’s first hyper polarizability is
dependent on the availability of a single Pair of nitrogen atom electrons
to be conjugated with the Phenyl ring [64]. From the above result it
confirms that the increase of polarizability increase the NLO activity of
the molecule. The increase of polarizability is due to the increasing of
charge transfer interaction inside the molecule, which leads the greater
NLO activity of AEMC than Urea and KDP. The theoretical second order
hyper polarizability was calculated using Gaussian 09 software. The
components of second order hyper polarizability are given in Supple-
mentary Table 9. The calculated average second order hyper-
polarizability of AEMC, Urea and KDP are found to be 32.22x10-39 e.s.
u, 7.301x10-39 e.s.u and 8.937x10-39 e.s.u respectively.

4.13 S. harmonic generation (SHG) test

In order to confirm nonlinear optical (NLO) property, microcrystal-
line form of 4DS was packed and placed between two transparent glass
slides (sample cell). A fundamental laser beam of 1064 nm from a Nd:
YAG laser was made to fall on the sample cell and Second Harmonic
Generation (SHG) was confirmed by emission of green light (A=532
nm). The green output (532 nm) was collected by a photomultiplier tube
and finally measured on the storage oscilloscope (CRO) as output
voltage. Output signal of 7.36 mV is obtained for the titled compound
while the urea and KDP is 3.5 mV and 15 mV respectively. It is
concluded that title compound is 0.49 times greater than that of refer-
ence KDP and 2.01 times of Urea. Output SHG intensities of Urea, KDP,
AEMC and the comparative SHG outputs are given in Supplementary
Table 10

5. Conclusion

In this work, for the first time, quantum computation and spectro-
scopic vibrational analysis was performed on the title compound. NBO
analysis determined the interactions between donors and acceptors, as
well as the stability of the AEMC compound. Stability of the compound is
also shown by the AIM analysis. The analysis of the Mulliken population
and the mapping of Molecular Electrostatic Potentials (MEP) provided a
more comprehensive picture of the chemical active areas. ELF and LOL
evaluated the electron distribution and localization of the title com-
pounds on the surface. Colour-coded plot RDG iso surface indicated the
strength of the interactions that result in the structural stability of the
molecule. FMOs analysis indicates the density of delocalized electrons
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within the molecule and it shows the higher reactivity of the molecule.
NLO property of the title compound is confirmed by the increased
polarizability of the molecule. As a result the material demonstrated
good non-linear optical behaviour and could be used for NLO devices,
according to the calculated first order hyper polarizability.
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Abstract: The characteristics of the solar wind, such as the magnetic field and plasma velocity, are
dependent on the sunspot activity cycle overall. One of the most significant indicators for determining the
sun's overall activity levels is the sunspot cycle. In the plot, we examine solar wind measurements made
during solar cycle 25's rising phase and contrast them with comparable information from cycles 24 before.
To determine the association between solar wind plasma properties and sunspots, information collected by
the ACE and STEREO A spacecraft and NOAA (National Oceanic and Atmospheric Administration) was
utilised. Analysis was done on the solar wind details during the 24 and 25 solar increasing activity phases,
including sunspot, magnetic field, temperature, density, and wind speed. Many correlations between
different features of the sunspot cycle have been discovered. A softer form of the solar wind emerges from
the corona during solar minimum due to the Sun's low activity.

Keywords: sunspot, magnetic field, proton density, speed, temperature

1. Introduction

One of the primary objectives of space study is to understand the solar wind (SW), which is created
when the heated solar corona expands into the interplanetary medium. On the one hand, research on the solar
wind helps us comprehend the characteristics of the solar atmosphere and the mechanisms behind its plasma
outflow [1-2]. It is essential to consider the solar magnetic field and how it interacts with plasma properties
when elucidating specific reactions in the solar atmosphere. The magnetic field within the sun is produced by
the solar dynamo process [3]. In the solar atmosphere, this expression is seen as a range of events [4-5]. An
important component that sheds light on solar corona dynamics is the shift in profile of density and temperature
during the solar cycle. The changes in temperature, emission, and density are caused by the solar magnetic
field's structure evolving. Density changes with both solar and interplanetary sources are seen in solar wind data
at 1 AU across a wide variety of time periods. The largest scale fluctuations show the wind's solar origin: high
densities are found in the sluggish flow from the area of the streamer belt, while low densities are found in the
rapid flow from coronal holes [6]. The quantity and area of sunspots produced during a sunspot cycle serve as
indicators of its intensity. Trends in the average features of individual sunspots during a sunspot cycle or
between succeeding sunspot cycles have been hard to find, despite the fact that the quantity of sunspots varies
significantly from one cycle to the next, suggesting an intrinsic variability in the mechanism that creates
sunspots. Additionally, we may anticipate that at a cycle's maximum rather than its rising or descending phase,
stronger, larger sunspots would emerge more frequently [7]. The border between rising chromospheric
temperature and falling density is marked by the transition area. Similarly, rising temperature and falling density
are observed through the solar corona. Solar wind velocity (V) multiplied by magnetic field (B), or V * B, is the
most significant indicator of the degree of solar wind connection with the terrestrial atmosphere and
magnetosphere [8]. The solar cycle is one of the most important indicators of the sun's overall activity. Radars,
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high-frequency signals, radio transmissions, ground power lines, spaceflights, the geospace environment, and
life on Earth are all significantly impacted by solar activity [9]. For this reason, predicting solar activity is
essential to both comprehending the solar activity process and safeguarding contemporary systems.

Due to the interdependence between solar wind characteristics, this work has evaluated many solar
wind and sunspot parameters, including temperature, density, magnetic field, and wind velocity. Several
parameters change in this case: magnetic field, proton density, temperature, and speed of the solar wind.

2. Data Analysis

For the current investigation, these two rising eras were taken into consideration. The spacecraft's ACE
and STEREO A provided the daily averaged parameters of the solar wind values, while NOAA provided the
sunspot data. In the study, measurements of the sunspot and solar wind parameters during the ascending phase
of 24 and 25 solar cycles were obtained. In mid-2008, the solar cycle 24 started, and it concluded in 2019, and
the ascending phase relates to the end of 2011-2013. Solar cycle 25 began in December 2019 and is still going
on, with the ascending phase spanning from 2020 to 2022. For the current investigation, these two rising eras
were taken into consideration. The spacecraft's ACE and STEREO A provided the daily averaged values of the
solar wind parameters, while NOAA provided the sunspot data. The Solar Wind Electron, Proton, and Alpha
Monitor (SWEPAM) instrument for ACE and the Solar Wind Experiment (SWE) instrument for STEREO A
studied the speed, temperature, and density of the solar wind. The Sun-Earth Connection Coronal and
Heliospheric Investigation (SECCHI) sensors, the magnetometer (MAG), and the STEREO/WAVES (SWAVES)
instruments provided the magnetic field data for ACE. IMPACT will offer the regional magnetic field and
plasma parameters of solar energetic particles. PLASTIC will offer plasma characteristics for protons, alpha
particles, and large ions in the solar wind.

3. The Relation Between Solar Wind Parameters

Changes in temperature and density profiles over the solar cycle are substantial and provide an
understanding of the dynamics of the solar corona. A velocity vs. temperature graph for the 24 and 25 solar
ascending phases is shown in Figure 1. The solar wind temperature and velocity as noticed by the ACE (red) and
STEREO A (green) spacecrafts are shown in the graphic. Solar wind speeds vary throughout the rising phase of
the solar cycle due to the sun's increasingly distorted magnetic field. These figures also show that the solar wind
velocity stays between 400 and 600 km/s for most of the data set. During solar cycle 24, the highest recorded
speed was 1200 km/s at a temperature of 300,000 K. At a temperature of 400000K, the solar cycle 25 achieved
its maximum velocity of 750 km/s. Since the particle speed and temperature of the solar wind are related,
temperature changes should be observed in parallel with variations in solar wind speed. It is often noticed that a
stream moving at a very rapid speed has relatively high temperatures; slower streams are typically cooler. [10]
concluded that the solar wind's acceleration near the sun is related to temperature fluctuations caused by the
stream's growth in the interplanetary medium. The component event on the sun's surface caused the huge
amplitude of the solar wind's temperature and speed in Figure 1. It is believed that this stream of particles is
extremely tenuous due to its rapid and high temperature.
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Fig 1: solar wind velocity Vs .temperature for 24 and 25 solar cycle ascending phase

For the rising phase of solar cycles 24 and 25, the density versus velocity charts is displayed in Figure
2. While most of the highest densities were seen at lower velocities, the combined plot of the density vs.
velocity values for the observation time showed an increase in the extreme values of density over the velocity
range. The increased density was caused by the lower velocity streams' faster journey, which packed the
particles within. The square root of the medium's density and velocity are negatively correlated. This implies a
reduction in velocity with an increase in density. The greatest densities, which range from 300 km/s to 500 km/s,
are observed for most data series during the ascending portion of solar cycles 24 and 25. Since the results of
tomographical density measurements reveal a very narrow belt of high-density (low-speed) streamers during the
solar minimum and because the belt's small latitudinal meanderings permit regions of extremely low density to
stretch from the poles to the equator, there is a periodic presence of very high-speed solar wind streams that
originate from polar coronal holes close to the equator [11-12]. Due to the increasing quantity of high-velocity
streams leaving the solar surface during the solar rising phase, the density values are abnormally low. The
particles spread out at very fast speeds, making the stream extremely flimsy.
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Fig 2: solar wind density Vs. velocity for 24 and 25 solar cycle ascending phase
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Thus, it is widely recognised that higher solar wind velocities originate from lower-density areas of the
corona and vice versa [13-14]. A spacecraft experiences a decrease in density as its velocity increase. [15-16] the
quick solar wind is characterised by less density, smaller charge state ratios, and greater proton temperatures
when compared to the slow solar wind.
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Fig 3: solar wind density Vs. temperature for 24 and 25 solar cycle ascending phase

The solar wind's temperature and velocity both affect its particle density. The magnetic field is linked to
the temperature and density profiles. The density vs. temperature graph for stages 24 and 25 of the solar
ascending process is displayed in Figure 3. The values on the density axis in this instance increase to 24 p/cm 3
for solar cycle ascending phase 24 and to 35 p/cm * for solar cycle ascending phase 25. In solar cycle 25, the
temperature axis moved to 600,000 K, while in cycle 24, it reached up to 400,000 K. Because of a greater rate of
density, higher temperatures result in a decrease in pressure across the solar cycle. As solar activity increases,
temperatures rise somewhat and density decreases. The link between temperature and density is obviously
inverse, with rising temperatures resulting in declining densities. Because of the higher solar wind density in
both solar ascending phases, a lower temperature profile was observed. Where the lines of magnetic field are
open as well as the solar wind is free to circulate, these are known as coronal holes in the sun. The temperatures
are lower and the concentrations are lower in these locations. The temperature and density patterns are
significantly dependent on the intensity of the magnetic field since the density distribution is directly
proportional to the magnetic field while the temperature profiles are inversely proportional [17]. During solar
cycle 25, as opposed to cycle 24, greater values in the density profiles are more common.
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Fig 4: solar wind density Vs. magneticfield for 24 and 25 solar cycle ascending phase
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Density was lowest at higher magnetic field strengths, and vice versa. Peak magnetic field values were
recorded during both solar cycles, with density falling between 15 n T and 20 n T. While density varies sharply,
no event lasts long enough to generate several hours in a row with extremely high or low density values. The
regions with higher density values in the areas with lower magnetic fields are shown in the figure 4. A passing
CME can be identified by its typical reduction in density. There is an active region connected to these places.
Structures like coronal mass ejections (CMEs) and solar flares, which originate on the solar surface, produce
large-scale changes in the density of the solar wind [18]. The density variations' distribution, which coronal
holes are likely to influence, is thus linked to the activity of the sun's magnetic field.

3 n 3
30 |- Solar cycle 24 Ascending phase — 30 | Solar cycle 25 Ascending phase
>
> STEREOA %

o sk 5k STEREO A
g e
= =

)
g £
P 2
) £~
3 2
@ £
s =

* + ¢
*
*
L
1 1
1 1

0

0 1e#05 20405 3et05 det0S  S5e+05  6esos 0 16405 26405 Jes0S  derlS  SerlS  GetdS
T Temperature (K)

emperature (K)

Fig 5: sun wind magneticfield Vs. temperature for 24 and 25 solar cycle ascending phase

Plots of the magnetic field vs. temperature for the 24 and 25 ascending phases are displayed in Figure
5. In both cycles, the solar wind was dispersed disorderly for greater levels of magnetic field and temperature
and tightly distributed for lower values. The magnetic fields were stronger in the 24 solar cycles when the
maximum was seen for the same temperature range in two solar cycles. In both solar ascending phases, its
magnetic field weakened as the temperature of the sun wind rose. MCs have plasma values much lower because
of the powerful magnetic field and low proton temperatures.
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Fig 6: solar wind magneticfield Vs. velocity for 24 and 25 solar cycle ascending phase
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The magnetism of the sun becomes more and more distorted throughout the rising part of the solar
cycle, which causes variations in solar wind speed. A depiction of the solar wind magnetic field against velocity
for the ascending periods of solar cycles 24 and 25 is presented in Figure 6. The greatest magnetic field of 35 nT
was reported during solar cycle 24, and just one magnetic field was observed after 1000 km/s. The greatest
magnetic field of 20 n T was reported during solar cycle 25. The maximum magnetic field that may be produced
is 400-600 km/h. Lower-speed streams in the solar cycle flow at the rate at which the particles inside them
compress and cause a drop in solar activity. Interplanetary disturbances were most likely unconnected to
changes in velocity and magnetic fields. Consequently, [19] found that at times of low solar activity, there is a
strong connection between the radial and vertical components of the magnetic field that exists between planets
and that indicates the relationship coefficient relies on both mean magnetic field directions.

4. The Relationship Between Sunspot And Solar Wind Characteristics In The Solar Wind Rising Phase

On the surface of the sun, activity varies in tandem with changes in magnetic fields. Sunspot counts are
one method of monitoring the solar cycle. A solar lowest number of sunspots on the solar, marks the start of a
solar cycle. Both solar activity and the number of sunspots increase with time. We examine charts showing
sunspot numbers in relation to several solar wind characteristics that the spacecraft measured.
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Fig 7: Solar wind temperature Vs .sunspot number in 24 and 25 solar ascending

A plot of the sunspot number against speed for the minimum-year solar cycle 24 and another plot for
the solar cycle 25 are shown in Figure 7. The graph depicts the spread rates of the solar cycle 24 and the more
condensed values of the solar cycle 25. On both the vertical and horizontal axes, the values are more dispersed.
The sunspot numbers during solar cycles 24 and 25 ranged from 10 to 140 and 1 to 120, respectively. 125000K
was the hottest temperature recorded throughout both cycles. The temperatures increased because more sunspots
produced more energy. According to Brooks and Warren (2012)[20], the figure illustrates that active area
outflows have high coronal temperatures. Additionally, [21] have shown that these outflows have open field
lines that let plasma slip into the heliosphere.

4821



Yelocity(Km/s)

Tuijin Jishu/Journal of Propulsion Technology
ISSN: 1001-4055
Vol. 44 No. 4 (2023)

8 I 1 I 1
7} Solar cycle 24 Ascending phase -
=3 ACE
= —> STEREO A
ESr B 1
L]
3 " ¥ owma ® e §
S5k ¢ 40 . L
:5 .4 : : O. ', *
o v,
Sat o o y Al o -
& v e v [ >
z vY - \4 5
- A v -
2 v w ¥ 3
A4
b2 T 4 \J v A -
A\ v ‘ \ ) "‘ ¥
1 ] \ ;Y ]
0 30 60 % 120 150
Snuspot Number

Density(particle/em3)

T | T T T
10  Solar cycle 25 Ascending phase g
. = ACE
. R —> STEREO A
&
“w . %
ok PR
— . -
o e * STs? 2
vvY Y v
4 - " A\ " = .
v, v KA 4 bl
V¥ v
2pvVY Y v .
v
o I 1 1 1
0 30 60 9% 120 150
Sunspot Number

Fig 8: Solar wind density Vs .sunspot number in 24 and 25 solar ascending

A composite plot of particle density vs. sunspot number for the ascending phase is shown in Figure 8.
Values on the vertical and horizontal axes are spread more equally during the solar minimum. For solar cycles
24 and 25, respectively, the range is 1 to 6 and 1 to 9 p/cm3. The greatest density occurrences recorded by the
STEREO A satellite were both solar cycles 24 and 25. Given that the magnetic field and the density profile are
proportionate. [17] noted that the density profiles correspond to the sunspot movement over the solar cycle,
along with fluctuations in the magnetic field. The density of particles rises in colder, slower-moving streams,
whereas it decreases in hotter, faster-moving streams. According to [22] the solar wind's maximum temperatures
and speeds really happen during the cycle's dropping phase, whereas its maximum densities happen during its
rising phase. Between 1 and 75 au, there is a strong agreement between the theoretical and measured solar wind

densities, which decline with increasing heliocentric distance [23].
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Fig 10: Solar wind magnetic field Vs sunspot number in 24 and 25 solar ascending.

The dynamics of the sun's outer layer are significantly impacted by the fluctuation of the magnetic
field, which is measured by a variety of solar metrics, including the sunspot number, frequency of CME
occurrences, solar wind plasma temperature, and solar wind speed. Figure 10 depicts the sun during the start of
solar cycles 24 and 25, when it is quite calm and has fewer sunspots and solar activity. The magnetic field in 24
SC had a vertical range of around 7 nT during the solar ascending phase, while the magnetic field in 25 SC had
a vertical range of about 8 nT. The magnetic field progressively rises with the number of sunspots throughout
the rising phase. At the beginning of the rising phase, the magnetic field showed predictable fluctuations with
the sunspot number. Low activity during the first part of solar cycles 24 and 25 was seen. The magnetic field is
weak, and the sunspot region is modest right now. Here, the sunspot movement and area are at their highest, and
the magnetic field is strongest. The relative sunspot number correlates with an increase in the solar magnetic
field's strength. However, when the sunspot grows during the latter portion of the rising phase, the magnetic
field weakens. The intensity of the solar cycle is established by the quantity, darkness, and field strength of
sunspots, according to [24]. Because of how powerful these magnetic fields are, some of the sun's heat is
prevented from rising to the surface.

In comparison to the parameters in the solar cycle 25 ascending, all of the parameters in the solar cycle
24 ascending were significantly smaller in quantity and magnitude, including solar wind velocity, temperature,
density, magnetic field, and sunspot number. This is most likely caused by the 24 solar cycles' weaknesses.
According to [25], solar cycle 24 is incredibly feeble, as shown by sunspot numbers, and little solar activity is
seen on the Sun during this rising period of the solar cycle. In terms of disturbances seen in the heliosphere and
on the solar surface, Cycle 24 is shown to be weaker than Cycle 23 [26-27].

5. Conclusion

Variations in the sun's surface activity lead to differences in the solar wind produced around the corona.
The solar wind characteristics during the 24th and 25th solar ascending phases were obtained by cross-analysing
the interdependence of solar wind parameters and sunspots. ACE and STEREO spacecraft observed similar
types of variations in solar wind parameters in the 24 and 25 solar ascending phases. In comparison to the solar
wind parameters in the ascending phase of solar cycle 25, the parameters related to solar wind, including
temperature, density, magnetic field, and velocity, exhibited lower levels of activity in solar cycle 24. The
smaller activity was due to the weak solar cycle. Owing to the density profile's proportionality to the magnetic
field, variations in the magnetic field are associated with the sunspot trend observed during the solar cycle.

The characteristics of solar wind speed, magnetic field, density, temperature, and sunspot number did
not depend on each other when compared to the data recorded by the 24 solar ascending phases. The traits
shown in the 25 solar ascending were more numerous than those in the 24 solar ascending, suggesting that the
24 solar cycle is weaker. Along with the charge exchange rates of interstellar neutral species within the
heliosphere, the solar wind representation depicts the development of solar wind density and speed. A weak
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cycle with few sunspots and little solar activity is predicted for the 24th solar cycle. A low quantity of sunspots
was found in the equatorial area, where the number was uniformly distributed during the ascending phase. When
comparing solar cycles 24 and 25, the total magnetic activity of cycle 24 was less.
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Abstract. This paper analyzes the Three events of Solar Parameters and Interplanetary
Coronal Mass Ejections in the maximum phase of Solar Cycle 24 and focuses on the magnetic
activity of interplanetary coronal mass ejection during the solar cycle 24. We investigate the
magnetic field magnitude (B), Proton temperature (Tp), Proton density (Np). From this
study, we find the highest peak of IP (Interplanetary) shocks on disk center MC (Magnetic
cloud) events during the solar cycle 24 and also we investigate the magnetic activity of the
solar cycle. In this study, we find that the ACE spacecraft shows the fastest coronal mass
ejection and highest interplanetary shock wave on solar cycle 24. It is important to note that
extreme events can happen at any time during a cycle. In solar cycle 24, from July 13, 2012
to July 15, 2012 largest storm occurred because the magnetic field was -52nT and linear

speed was 1500 kms~' observed.
Key words: Interplanetary Coronal Mass Ejection, Magnetic activity, Magnetic cloud, IP
shocks

Introduction

The Sun is the main source of heat and light in the solar system. The number
of sunspots that can be seen on the Sun’s surface varies over the duration of an
11-year solar cycle. Along with other factors, it has something to do with the
solar cycle, magnetic field, coronal mass ejections, solar outbursts and radio
emission.

The large amount of ionized plasma that can come out of the upper atmo-
sphere of the Sun is called a Coronal Mass Ejection (CME). CMEs are very
important events for the Sun. The view of the White-light corona graph field
is different and extremely bright, showing that the CME was moving away on
the timescale of minutes to hours (Munro et al., 1979).

The CME comes from corona of the Sun. The fastest mode shocks speed
up the charged particles and also produce very powerful geomagnetic storm.
The most energetic phenomenon in the heliosphere are interplanetary coronal
mass ejections (ICMEs) and is detected in the corona graph. This presents an
overview of the observational features of ICMEs in respect to the normal solar
wind and their ancestor CMEs.

We looked at how the speed of the CMEs, which propel the shocks to-
wards the Sun and into the IP medium, affected the IP shocks mentioned
by Gopalswamy et al. (2010). We discover that SC/SIs were responsible for
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nearly 91 percentage of IP shocks. The CMEs connected to sudden commence-

ment(SCs) and sudden impulses(SIs) have an average speed of 1015 kms™!.
This is roughly double the speed of a conventional CME.

It is well known that CMEs, which are large-scale structures, are connected
to coronal slow/fast streamers, coronal gaps, and other CMEs. Advanced ra-
dio emission, particle acceleration, solar wind bulk flow speed, proton density,
CME deflection, and proton temperature are a few of these interactions’ promi-
nent consequences. CMEs can deviate from the Sun-Earth axis and still strike
the planet. The Sun-Earth line may finally be struck by CMEs that have been
diverted, resulting in powerful geomagnetic storms.

The CMEs are made up of two occurrences: halo and partial halo events
with a width larger than 120°. Because of how they appear in corona graph
photos during the solar cycle’s maximum and rising phases, these CMEs oc-
curred throughout the solar cycle’s rising and maximum phases, which lasted
from 2009 to 2019. Because of how they appear in corona graph photos, coro-
nal mass ejections directed at Earth are referred to as "halo events”. The Sun
looks to be being enriched by the growing cloud of an Earth-directed CME,
which is encircling our star. CMEs with a halo have an apparent angular width
of 360 degrees. In contrast to limb halos, which have an apparent angular width
between 45°and 90°, CMEs have an apparent angular width between 120°and
360°.

Based on data from the Advanced Composition Explorer (ACE) space-
craft (Richardson & Cane, 2010) and numerous thorough ICME catalogues,
measurements are provided. It is impossible to analyse ICMEs using a sin-
gle, entirely objective method (Huttunen et al., 2005), hence some subjective
judgments may influence how ICMEs are detected and how accurately their
boundaries are specified. Chi (2016) found that despite some variances, the
results of the RC and Chi catalogues are comparable.

To carry out our current studies, first ICMEs in the background solar wind
must be identified according to a number of criteria, such as increased magnetic
field strength, smoothly changing field direction, low proton temperature, etc.
(Zurbuchen & Richardson, 2006; Wu & Lepping, 2011; Song & Yao, 2020).
Then, each ejecta should be given an MC. The progressive change in field
direction is the characteristic of MCs that is most noticeable. Here, in order to
separate the concerns of ICME identification and statistics and to narrow the
emphasis of our investigation, we decided to use the ICME catalogue offered
by the specialists in this field instead of recognising the events ourselves.

Magnetic clouds are huge interplanetary flux ropes that grow as they travel
through the solar wind from the Sun. We look at how in situ data and magnetic
cloud models, which are represented as cylindrical shape magnetic flux ropes
with expansion, correspond. We continue our earlier investigation of the Rise,
Maximum, and Declining phases of solar cycle 24 in this paper. Because each
ICME is located nearer to the disk’s core, both the Data section and the Data
Analysis Method were assessed.
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1 Data Selection and Method of Analysis

The data used in this study are taken from ACE. The IP CMEs and Magnetic
clouds we examined are listed at the below link*. Richardson & Cane (2010)
and the MCs of cycle 24 published before (Gopalswamy et al., 2008; Lepping
et al., 2015) are used. We use proton temperature and magnetic field data from

the ACE’ MAG-SWEPAM level 64-sec averages®. For each ICME, there is a
corresponding CME observed by the Large Angle and Spectrometric Corona-
graph (LASCO) (Brueckner et al., 1995) on board the Solar and Heliospheric
Observatory (SOHO) mission.

2 Result and Discussion

2.1 Magnetic cloud during solar cycle 24

Table 1. Number of Magnetic cloud during 24" solar cycle

Year MC count

2008 04
2009 12
2010 17
2011 36
2012 44
2013 35
2014 24
2015 03
2016 18
2017 12
2018 11
2019 10

SOHO has recorded 255 MCs during Solar Cycle 24. We began with the MC
events that were reported between December 2008 and December 2019. Due
to the Sun’s low activity and small range of CMEs, Solar Cycle 24, 2008, only
saw four CMEs. Due to the Sun’s activity being higher than other occurrences
in solar cycle 24 in 2012, 44 MCs were detected by the LASCO sensor on board
SOHO. The MCs with the highest speed and largest overall magnitudes in this
solar cycle are located nearer to the centre of the solar disc, which makes little
sense when hyphenated across lines.

2.2 ICME Identification for Selected Event

Gopalswamy (2010) used the following data to identify the MCs in charge of
IP shocks: (Stone et al., 1998) employed the ACE’s magnetic field magnitude

* www.srl.caltech.edu/ACE/ASC/DAT A/ level3/icmetable2.htm
> www.srl.caltech.edu/ACE/ ASC/level2/IwI2DAT Ay AG — SW EP AM.html
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Table 2. Disk center MC Events during the three phases of solar cycle 24

Phase Shock MC
Date Time(UT) Start time(UT) Duration(h)

Rising phase 07/02/10 1425 07/1800 28
12/02/10 0413 02/0800 19

07/03/11 1542 06,/0900 45

05/06/11 0052 05,/0200 17

05/08/11 1920 05/0500 09

09/09/11 1216 10/0300 26

26/09/11 1308 26/2000 31

25/10/11 0904 24/2200 18

20/11/11 0256 29/0000 08

29/11/12 0412 29/2200 15

Maximum phase 17/06/12 0120 16,/2300 08
15/07/12 0720 15/0600 13

03/09/12 1156 04/1100 45

07/03/13 0740 17/1000 15

02/10/13 0420 02/2300 09

08/10/13 0216 09,/0900 23

09/11/13 6504 08/2200 39

08/12/13 0216 08,0100 09

16/02/14 0400 16/0500 33

06/04/14 0212 05,2200 11

20/08/14 1104 19/1600 31

12/09/14 1812 12/2200 37

23/12/14 1045 22,/0400 28

17/03/15 1336 17/1300 13

20/09/15 1536 21/0800 16

Declining phase 19/07/16 0700 19/1500 08
24/07/16 1500 25/1600 25

12/10/16 2212 13/0600 08

08/09/17 1100 10/2100 38

30/06/18 2000 02/1000 14

16/05/19 2100 18/0800 11

(B) and its Y and Z components (By, Bz), solar wind bulk flow speed (V),
proton temperature (Tp), and proton density (Np) data in GSE coordinates.

The relationship between ICMEs and the associated CMEs detected by
SOHO/LASCO was made by looking at all CMEs that took place during a
window of 0.5 to 5 days prior to the shock arrival time at 1 AU (Gopalswamy,
2010).

Figures 2, 3, and 4 each depict one instance of an ICME being driven
by shock: an MC on July 15, 2012, at 07:20 UTC. The MC event took place
during the decline stage. Whether the ICME signal is present or not, it is clear
that the Tp is high in the sheath region between the shock and the start of the
ejecta (this region is typical of all shocks). Remember that the Tp depression
and the bulk of the other traits persist past the designated MC period, which
may suggest that there were one or more non-MCs following the first MC.
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Fig. 1. Number of magnetic cloud during 2008-2019, X-axis indicates year and Y-axis indi-
cates Number of MC. The data is taken from ACE. The Red grid line indicates the large
number of MCs.

There are typically a few small variances in the identification of ICME limits
by different authors, although these differences only last a few hours.

CME’s heliospheric equivalents are ICMEs. When they are seen on corona
graphs, CMEs are sometimes referred to as ICMEs. In Table 2, the first column
shows the three phases data of solar cycle 24 and the three phases are rising
phase, maximum phase and declining phase. The second column and the third
column shows the IP shock occurring date and time. The time is denoted in
Universal time. Fourth and fifth column shows the MC start time and duration
and in Table 3, the first column shows the three phases data of solar cycle 24.
Second and third column shows the CME event starting time in Universal time
and duration. Fourth column shows the CME speed in kilometre per second.
The fifth column shows the Measurement position angle (MPA). In this Table
we take three important ICME and MC events, on that day the solar wind
emitted from the Sun’s outer atmosphere was very fast, so we have the giant
magnetic flux rope, therefore IP shock reaches the high peak and also a more
active MC was occurred.

2.3 ICME and MC event on 15 July 2012

The ICME shock’s surface location is S17 W08, and it lasted from July 14 at
17:00 through July 17 at 5:00.The most favourable Magnetic cloud occurred on
July 15, 2012, between 19:00 and 06:00 UT. The shock on July 15, 2012, was
another instance of an extremely geo-powerful shock happening inside a CME
(Liu et al., 2014). According to the radiation belt estimations from the Van
Allen Tests, there has been a significant decrease in the velocity of energetic
particles in the external radiation belt.

The magnetic activity of the 23rd solar cycle was greater than the 24th
solar cycle at the time of observation, according to Tripathy et al. (2015). As
a result, the number of CMEs was higher than during the 24th solar cycle.
Despite a 40 percentage reduction in sunspot numbers, Gopalswamy et al.
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Fig. 3. ICME observed by ACE following the IP shock on 08 Oct. 2013.
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Table 3. Disk center MC Events during the three phases of solar cycle 24

Phase CME

Date Time(UT) V(kms™') MPA(deg)

Rising phase 02/07 0354 421 113

02/12 1342 509 44

03/07 2000 2125 313

06/05 2205 2425 300

08/05 0412 1315 298

09/09 2305 575 300

09/26 1248 1915 78

10/25 1200 570 54

11/29 1400 455 100

11/29 1312 1064 134

Maximum phase 06/17 1412 987 144

07/15 0624 873 329

09/03 0400 538 90

03/07 0712 1063 112

10/02 0709 964 110

10/08 1443 567 10

11/09 1700 532 253

12/08 0736 1085 274

02/16 1000 634 227

04/06 2312 514 115

08/20 1112 600 359

09/12 1800 1267 175

12/23 1212 669 189

03/17 0148 719 240

09/20 1812 1239 219

Declining phase 07/19 0312 331 291

07/19 1325 607 357

10/12 0224 179 38

09/08 1200 1385 72

06/30 1248 185 261

05/16 0912 305 79

(2015) observed that the rate of halo CMEs has increased during cycle 24
compared to cycle 23. It is crucial to remember that extraordinary occurrences
can occur on 15 July 2012, with a magnetic field of -52nT and a speed of 1500

kms™!, as a result of the greatest storm of solar cycle 24, which struck from
13 to 15 July 2012.

During the event, the magnetic field (Bz) is amplified and rotates smoothly.
The blue vertical faint lines represent the magnetic clouds, and the orange
vertical solid lines show the shock’s arrival time at 1 AU. The ejecta were
positioned at the conclusion of the study to allow for the measurement of
the ICME interval. Two examples of ICMEs that induce shocks are shown in
Fig. 2: on June 15, 2012, at 6:00 UT, an MC. The Tp depression is our main
determinant of the ICME limitations. There are only two hours between our
end time and the time of this report. It’s intriguing to observe that most of the
indications were present on June 15, 2012, up until about 6:00 UT, indicating
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Fig. 4. Example of an ICME observed by ACE following the IP shock on 20 August 2014.

that further ejecta occurred after this MC event. For disk-centre events, the
number of MCs is lowest during the rising phase and highest during solar
maximum. The enhanced solar activity during solar maximum is the direct
cause of this. A thorough examination of the five disk-centre CMEs linked to
the solar origins of IP shock was provided by Gopalswamy 2010.

The entire magnetic field, Bx, which is roughly depicted in Fig. 2, abruptly
spikes during the leading shock, which is how you can identify it. The in
situ measurements and the computer operate essentially simultaneously. The
peak values of velocity, total magnetic field, temperature, and density are
remarkably close to the genuine values during the peak time. A rough estimate
of the shocks passage time of 48 hours is also provided.

A decrease in magnetic field and a lower than expected proton temper-
ature are indicators of the presence of the ICME magnetic cloud (Cane &
Richardson, 1995, 2003). As it gets colder, the magnetic cloud starts to form.
The magnetic cloud started on July 15, 2012, at 6:00 UT, according to this
graph. The maximum plasma temperature that has been recorded throughout
the time period under consideration is known as the maximum temperature.
When the solar wind enters the heliosphere at a radial velocity faster than the
solar wind it is going through, the solar wind is compressed on the leading edge
of an ICME. The temperature increase during this compression is probably
due to temperature gains along the leading edge of the ICME, which rely on
the proton density and magnetic field (Light et al., 2020).

2.4 The Shock arrival time at 1 AU on 15 July 2012

Based on in-situ measurements, the shock’s arrival time at 1 AU is shown
by the blue-vertical solid lines (Mostl et al., 2014; Hess & Zhang, 2014). On
July 14, at 17:24 UT, a shock and sheath area arrive at 1 AU simultaneously.
The sheath region ended on July 15 at about 06:00 UT, and a magnetic cloud
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started (Mostl et al., 2014). The shock arrival time from the simulation was
only a little over an hour sooner than the data.

2.5 ICME and MC event on 08 Oct 2013

The ICME shock’s surface position is S15 W12, and it occurred between 20:20
on October 8 and 00:00 on October 11.Between 0:00 and 24:00 on October &,
2013, the magnetic cloud was more active. On October 8, 2013, the IP Shock
occurred, causing the MC value to increase to a new peak. There aren’t many
active locations during solar minimum, and the filament disappearances take
place around the equator. It has also been demonstrated that CMEs that are
in close proximity to the solar minimum are frequently directed equatorially
by the rapid solar wind flow that originates from huge pole coronal holes
(Cremades & Bothmer, 2004). This shows that the majority of solar minimum
CMEs, which have an MC structure, intersect the axis of the Earth. The
majority of filament eruptions that take place at high latitudes during the solar
optimum are either completely undeflected or mistakenly directed towards the
poles (Cremades & Bothmer, 2004).

The magnetic field (Bz) is strengthened and rotates smoothly during the
event. The magnetic clouds are depicted by the blue vertical faint lines, while
the orange vertical solid lines indicate when the interplanetary shock will ar-
rive. The list includes shocks generated by either MC shocks or IP shocks be-
tween December 2008 and December 2019. Each ICME’s corresponding CME
is monitored by the LASCO instrument on board the SOHO mission. The
collected ICMEs are listed in Table 1 (MCs). Using information from Gopal-
swamy (2010), we divide the list of ICMEs in the declining phase into MCs.

MCs, which are among the most often used examples of ICMEs, are de-
fined as ICMEs when the field intensity is high and the proton density and
magnetic field are low mentioned by Bothmer & Schwenn (1998) and Sheeley
et al. (1985). According to this diagram, interplanetary shocks start when the
proton temperature starts to rise because as it does, so do the proton den-
sity and magnetic field. The IP Shock Event begins in this graph on October
7, 2013, at 20:24 UT. Ahead of them, shocks may be produced by ICMEs
with sufficiently high proton temperatures in comparison to the background
solar wind. Individual signatures, however, might not always be recognised
in ICMEs (Cane & Richardson, 2003). An ICME may contain multiple sig-
natures, but it does not mean that they are all coincident. When compared
to other signatures, such as proton temperature depressions, some signs have
been recorded comparatively infrequently (Cane & Richardson, 1995, 2003).

2.6 ICME and MC event on 20 August 2014

The surface position of the ICME shock in August 2014 was S17 W10, and it
occurred between August 19 and August 21, both at 7:00 am. A long magnetic
cloud lifetime is noticed on August 20, 2014. The results are a 440 kms~! (nine
hours) and 16:30 UT (August 20, 2014) ICME appearance time and speed at
1 AU. IP Shock’s high peak first emerged on August 20, 2014. Activities for
ICME and MC on August 20, 2014. ICME and MC activities on August 20,
2014. The more active MC and TP shock on August 20, 2014, are depicted in
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this graph. The data for the magnetic field Bx, By, Bz, proton density Nalpha,
and proton temperature Tp used in this graph were obtained from the ACE
satellite. The TP shock occurs between August 19 at 11 o’clock and August
21, 2014. The IP shock can be seen as an orange line. One of the biggest shock
peaks has occurred in solar cycle 24. The magnetic field (Bz) is strengthened
and rotates smoothly during the event. The magnetic cloud’s arrival time is
shown by the blue vertical faint lines and the IP shocks by the orange vertical
solid lines. The largest peak occurred during the Sun’s maximum phase, when
it is at its most active. As the sun’s temperature rises, its activity rises as
well. If the Sun is more active, the proton temperature increases, the IP shock
intensifies, and on August 20, 2014, when this particular event is moving at
a speed of 860 to 960 kms™!, a more active and long-lasting MC forms. The
wider CMEs in a slower background solar wind (McComas et al., 2013) may
be subject to more drag in the IP medium, resulting in a slower MC speed at
1 AU, which is one explanation. In cycle 24, there are also fewer MCs that are
shock drivers.

This graph depicts the MC that existed between August 18 and August
22, 2014. The proton temperature is quickly falling during that time. Since
solar wind plasma and magnetic field data have been easily accessible since
the dawn of the space age, the low solar wind proton temperature zones are
suitable starting points for an ICME list for this ACE mission. We utilise
the criterion of abnormally low proton temperature as the major ICME iden-
tification signature since we are interested in detecting all sorts of ICMEs
(Richardson & Cane, 1993).

Conclusion

This article presents an in-depth analysis of the solar parameters, CMEs, and
ICMEs that happened from 2008 to 2019. The 24th solar cycle’s declining
phase took place between 2016 and 2019, its ascending phase between 2012
and 2015, and its ascending and maximum phases between 2009 and 2012.
Between the end of 2012 and the beginning of 2013, Solar Cycle 24 reached
its highest peak.

There are 208 ICME events in total and 255 MCs in the current work. We
have looked into the interactions between CMEs and MCs and IP shocks as
they are observed by the LASCO instruments on board the SOHO spacecraft.
The ICME catalogue is produced using a different methodology than other
catalogues.

According to the study’s analysis of current data, the 23rd solar cycle’s
CME number is higher than the 24th solar cycle’s. The MC event happened
during the Maximum period. As evidenced by two geomagnetic storms, the
determined shock, and the MC, CMEs usually involve two subsequent colli-
sions. Here, we report two cases where two successive impacts were blended
into one, leading to a particularly unpleasant geomagnetic effect on an aver-
age strength driver. This kind of driver (consistent, increasing Bz) combines
the traits of shocks and CMEs. The shock on July 15, 2012, had a number
of ICME and shock features, as well as IP conditions. This result raises the
possibility that fluctuations in the ICME’s magnetic field with respect to the
observer at 1 AU may be to blame for variations in the structure that have
been observed between MC occurrences.
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ARTICLE INFO ABSTRACT

Keywords: A systematic spectroscopic investigationof ~ 1-acethyl-2(4-isopropoxy-3-methoxyphenyl) cyclo-
DFT propanewasperformed by utilizing Density functional theory approaches at B3LYP level usingGaussian 09 W
HOMO-LUMO software package. The FT-IR and FT-Raman techniques were utilized to assign the spectral properties of the title
EEEHI;OL compound. On the basis of Natural Bond Orbital (NBO) analysis,the transfer of second order perturbation en-
MEP ergies and ElectronDensity (ED) from filled lone pairs of Lewis base to unfilled Lewis acid sites wereanalysed. The

chemical stability,distribution of energy and energetic behaviour of the compound were calculated from the
Highest Occupied and Lowest Unoccupied Molecular Orbital (HOMO-LUMO) Analysis. The nucleophilic and
electrophilic locales of the moleculewas perceived by the Molecular electrostatic potential (MEP). NCI investi-
gation gives data around the inter and intra non covalent interlinkages. By using the Multiwavefunction software
the topological analysis of ELF and LOL were performed. The chemical reactivity sites were determined by means
of the fukui function. The assignments of vibrational spectra were computed using thevibration energy distri-
bution analysis (VEDA). Drug similarityfactors were intended to understand the biological aspects. Vadar soft-
ware was used to generate the Ramachandran plot. The bioactivity of the title compound was confirmed fromthe
molecular docking studies.

Docking studies

Introduction

Cyclopropane derivatives are fascinatingcompounds for theoretical
studies because of their similarity to biological species [1]. The bio-
logical and pharmaceutical properties of cyclopropane and its de-
rivatives have recently acquired prominence due to their notable
antimicrobial activities [2]. Cyclopropane ring systems are present in
several natural products, pesticides and medicamentaldrug candidates

as they are omnipresent in nature. Recent studies had proved that the
cyclopropane analogues showed various biological executionslike
anti-HIV, anticancer, antibacterial, antifungal, antiviral, antitumor,
COX-II inhibitory properties [3].

The acethyl group is sometimes referred to as a fraction, incorpo-
ratedby a methyl group linked to a carbonyl group. The carbonyl group
is made up of a carbon atom and an oxygen atomdoubly bonded with
each other. Studies had proved that the presence of acethyl group makes
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Fig. 1. Optimized molecular structure of 1-acethyl-2(4-isopropoxy-3-methoxy phenyl) cyclopropane.

the drug’s effects more intense and increases the effectiveness of a given
dose [4].

Numerous natural,organic, synthetic and chemical substances
contain phenyl groups [5]. Similar to all other aromatic compounds,
phenyl groups are significantly more stable than aliphatic (non-aro-
matic) groups. The unique characteristics of molecular orbitals in aro-
matic form are responsible for this enhanced stability [6]. Phenyl groups
has pharmacological qualities and is utilised as an anti-inflammatory,
analgesic, choleretic, etc. [7].

The emergence of swift computers accompanied by advanced
computational techniques has simplified the obligation of resolving
numerous chemical and structural issues [8]. Ab initio DFT estimations
had transformed into a useful method for predicting biological complex
molecular structure, harmonic force fields, vibrational wavenumbers,
and FT-IR &Raman activities. ground state [9].

This study used the DFT calculation approach to determine the most
stable structure.Currently, the ab-initio community recognises the den-
sity functional theory (DFT) approach as a reliable post-HF strategy for
estimating molecular characteristics [10]. DFT assists in attaining a
suitable balance between computational duration and result accuracy
[11]. Specifically, using DFT methods for polyatomic compounds results
in more precise molecular structure predictionsand vibrational wave-
numbers than the conventional operations [12].

In the present study, the title compound, 1-acethyl-2(4-isopropoxy-
3-methoxyphenyl) cyclopropane(AMC) have been investigated using
B3LYP calculations with 6- 311++G(d,p) basis set. A comprehensive
investigation of the literature reveals that there hasn’t been any in-depth
empirical and conceptual research on the title compound until now.

The Redistribution of electron density (ED) in different bonding,
antibonding, and E(2) energies is computed using the natural bond
orbital (NBO) approach. Frontier molecular orbital (FMO) energies are
accustomed to examine the electronic characteristics of the title com-
pound [13]. Topology analyses were obtained from Multiwfn software
which is a wave function analyser software.

Fukui parameters and chemical response descriptors were used to
study the reactivity of molecules and the majority of reactive sites [14].
Molecular docking analysis is a practical and efficient computational
technique for anticipating a ligand’s binding mechanismand propensity
for proteins [15]. Molecular docking was performed using pyrx and
pymol software.

Materials and methods
The titled compound 1-acethyl-2(4-isopropoxy-3-methoxyphenyl)

cyclopropanewas purchased from Sigma-Aldrich with a 99 percent pu-
rity level. It was utilized without being processed further. Using a

PERKIN ELMER FTIR spectrometer in discharge mode and KBr pellet
method, the Fourier Transform Infrared spectrum of the substance under
investigation in the solid phase was acquired at 1.0 cm™! resolution
within the 4000-450 cm™! range. Also, FT-IR and FT-Raman spectra
were theoretically calculated using the DFT software.

Computational details

The use of computational chemistry as a tool for designing and
developing organic pharmaceuticals has greatly increased with the
emergence of density functional theory (DFT).The Gaussian 09 W soft-
ware package was employed to complete computational calculations
utilising B3LYP correction with the 6-311G++ (d, p) basis set [16]. The
basic sets B3LYP 6- 311++G (d, p) was augmented by a ‘d’ polarization
function for heavy atoms and ‘p’ polarisation for hydrogen atoms [17].
Bond length, bond angle, and dihedral angles were determined as well
using the DFT-B3LYP level with the 6-311++G(d,p) basis set.
Donor-acceptor interactions in natural bond orbitals (NBO) have been
determined using a secondary order Fock matrix,by employing NBO
version 3.1 which is launched in the Gaussian 09 W package [18]. The
molecular structure was visualised with the help of Gauss View 5.0.8
software. Multiwfn 3.7 software was employed to carry out AIM, Elec-
tron Localization Function (ELF), Localized Orbital Locator (LOL), fukui
and Non-Covalent Interaction (NCI) analysis [19]. Open Babel, Py Rx
and Pymolsoftwares were used to perform the molecular docking
studies.Potential Energy Distribution (PED) Analysis was performed
with the aid of the VEDA software conceptualised by Jamroz [20].
Volume Area Dihedral Angle Reporter, or VADAR, is an extensive web
server for quantitative analysis of protein structures [21]. It was used to
generate the Ramachandran plot.

Results and discussion
Molecular geometry

Molecular geometry refers to the spatial arrangement of atoms
contained in a molecule.Molecular geometry offers crucial insights into
the overall shape of the molecule, as well as key geometric variables
such as bond lengths, bond angles, torsional angles, and the positions of
individual atoms. Molecular geometry has a profound impact on various
properties of compounds like its reactivity, orientation, the state of
matter, hue, magnetism and biological functions [21].

The title compound, 1-acethyl-2(4-isopropoxy-3-methoxyphenyl)
cyclopropane(AMC), is a cyclopropanecompound with specific sub-
stituents. This compound is characterized by the presence of three
distinct groups: acethyl, isopropoxy, and methoxyphenyl.Before doing a
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Table 1
Second order perturbation theory analysis of Fock matrix in NBO basis of 1-
acethyl-2(4-isopropoxy-3-methoxy phenyl) cyclopropane.

Donor ED Acceptor ED E (2) Kcal/ E(G) -E F(, j)
® @ mol (63 a.u
a.u

nC4 — Co 1.67317 7*Cs — Cg 0.36620 20.07 0.29 0.069

nC4 — Co 1.67317 n*Cy; — Cg 0.37292 18.89 0.30 0.068

2Cs—Co  1.67931 1*C4—Co  0.37999  19.33 0.29 0.067

nCs — Cg 1.67931 n*Cy; — Cg 0.37292 20.49 0.30 0.070

nC; — Cg 1.65615 n*Cq — Co 0.37999 21.49 0.27 0.06

2Cy—Cs  1.65615 1*Cs—Cs  0.36620  19.99 0.28 0.067

6Cy4 — 1.97111 n*Cy3 — 0.13240 5.00 0.54 0.047
Haz O3

LP(1)03 1.95345 6*C4 — Co 0.02860 6.27 1.07 0.073

LP(2)03 1.90031 6*Cy — Hyg 0.02232 5.73 0.74 0.059

LP(2)03 1.90031 n*Cq — Co 0.37999 12.02 0.38 0.065

LP(1) 1.95231 6*C4 - Cs 0.04445 6.10 1.04 0.071
O23

LP(2) 1.90676 n*Cs — Cg 0.36620 9.37 0.39 0.058
O23

LP(2) 1.90676 6%Caq — 0.01810 5.69 0.74 0.059
O23 Has

LP(2) 1.88807 6*Cyp — 0.06597 19.20 0.69 0.104
O3 Cis

LP(2) 1.88807 6*Cy3 — 0.05457 20.21 0.65 0.104
031 Ci4

6C1o - 1.89000  6*Cyq — 0.03255  6.41 0.84 0.067
Ci2 Ci2

6Cq0 — 1.89000 1*Ci3 — 0.13240 5.23 0.54 0.048
Cia O3

6Cyp — 1.97782 6*Cqo — 0.03075 5.33 0.89 0.062
Cia Cu1

6Cqi1 — 1.97782 6*Cy0 — 0.04948 6.85 0.84 0.068
Ci2 Ci2

n*Cyq — 0.39416 1*Cy; — Cg 0.37292 291.24 0.01 0.081
Co

straight away geometry optimization, a conformational analysis has to
be carried out. The most stable conformer must be subjected to geometry
optimization. Here, the conformational analysis is performed using PES
scan method. The minimum energy conformation is used for the ge-
ometry optimization.

The idealised arrangement of the compound AMC was produced with
the aid of Gaussian09 software is shown in Fig. 1. The optimal structural
variables such as bond lengths, bond angles and dihedral angles calcu-
lated by the Becke,3-parameter, Lee-Yang-Parr method DFT-B3LYP
level with the 6-311++G(d,p) basis set are displayed in Supplementary
Table 1. The sequence of atom numbering used in Fig. 1 is followed to
label the atoms in the table [22].

The AMC compound comprised of 15 Carbon atoms, 3 Oxygen atoms
and 20 Hydrogen atoms having Carbon-Carbon, Carbon-Oxygen and
Carbon-Hydrogen bonds. Based on the derivedvalues, the bond lengths
of C-C atoms within the phenyl ring are discovered to be close around
1.4 A° (C4—Cs, Cs5—Cg, Ce—Cy, Cy—Cg) which signifies the indistinctness of
the single bond as well as the double bond due to the n electron
conjugation [23].

The slight increase in the bond length of the C-C atoms from 1.4 A° to
1.49 A° in the cyclopropane ring (C7—Ci9, C190-C11, C12—C13) is due to the
heavy substitution of hydrogen atoms around cyclopropane ring. The
increase in the bond length of the C-C atoms from 1.4 A° to 1.52 A°
(C1—Cy, C2—Ci9g, C10—Ci2, C13—Ci4) is due to the impact of neighbouring
hydrogen atoms.

The C—H bonds in the isopropoxy and acethyl groups are found to be
1.09 A, which indicate that there is no difference in electronic distri-
bution in these groups [24]. The CH bonds in the phenyl group is found
to be unaffected due to these substitutions. The slight change in the bond
length of the C19-H29(1.0846 A°), C11-H35(1.0834 A°), C11-H36(1.0833
A°), C12-H3((1.0839 A°) atoms is due to the cyclopropane ring structure.

The decrease in length of the bond of Ci3-O3; (1.2169A°)atoms
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shows the presence of double bond within the carbon and oxygen atoms.
The increase in the bond length from 1.23 A° to 1.36 A° (O3 — C4, Cs5 —
O,3) is because of the consequences of double bonded atoms in the ring
arrangement.

The bond angle lowers as the dimension of the central atom rises, and
improves when the dimension of the ligand atom increases [25].
Endocyclic C—C-C bond angles in the phenyl ring have been estimated
to be about 120.0°, with a little reductionin C4 — Cs — Cg (119.8263°),Ce—
Cy — Cg (119.8807°)and small increases in C; — Cg — C9(121.9772°), Cs—
Cs — C7 (121.6839°)are witnessed as a result of ring substitution that
does not share electrons.

The bond angle of C;2 — C13 — O3; (121.6882°) is greater than Cy3 —
C13 — C14 (116.4218°) which shows that the oxygen being more elec-
tronegative than carbon atom [26]. The isopropoxy and acethyl group
bond angles are in the range 110° because of the positive hydrogen
atoms. The decrease in the exocyclic bond angles of the phenyl ring is
due to the repulsion between the atoms.

The hyperconjugation (n—c*) between the lone-pair electrons of the
033 atom and the cyclopropane group contracts the internal bond angle
of C10~C12-Ci3 (117°).The torsional angles of the phenyl ring (C4 — Cs5 —
Cg—C7, C4— C5— Cg—Hag, C5 — Cg — C7 — Cg, C5 — Cg — C7 — C10, C7 - Cg —
Cg —Hgsg, H3y — Cg— Cg— C4, Cg — C7 — Cg — Cg) of AMC compound is planar
which indicates that no twisting occurs within the phenyl ring and
substituted groups [27].The torsional angles of Hjs — C; — Cy —
H]g(—178.626°), C5 - 023 - C24 - H26 (—179.5801°)and C;-Co— 03 - C4
(—165.3647°) shows folded conformations of the molecule [28].

Natural bond orbital (NBO) analysis

Natural bond orbital (NBO) assessment is a powerful aid in the field
of computational chemistry that can derive a molecule’s precise Lewis
structure. It is performed using Non-Binding Organization (NBO) 5.0
Program.It allows for the identification and quantification of the finest
feasible proportion of electron density throughout an orbital. It is a
sensitive instrument for internal and intermolecular interaction analysis
by taking into account of all the potential interactions between full
donor orbitals and empty acceptor orbitals [29].

The E@ value plays a crucial role in characterizing the degree to
which the electron donors interact with the acceptors.It provides valu-
able insights onto the degree of conjugation in a molecular system.As the
E® value becomes larger, the electron donor-electron acceptor inter-
action becomes more intense [30].

For each of the donor NBOs (i) and the acceptor NBOs (j), the elec-
tron delocalization stabilization E® between the donor and the acceptor
is approximated to be

a (Fy)’
E/' — G

E?® —

Where, q; = orbital occupancy, &; = diagonal element, & = off di-
agonal element, F;;j= off diagonal NBO Fock matrix element [31]. The
result of NBO analysis of the title compound analysed with the aid ofthe
GAUSSIAN 09 software is summarized in Table 1.

The overlapping of orbitals between the 1(C—C) and n*(C—C) bonds
produce the intra-molecular hyper-conjugation which results in the
transfer of intramolecular charges and stability of the compound [32]. In
the title compound, the hyper-conjugative interactions of ©(C4 — Cg)— n*
(Cs - Cg), n(C4 — Cg) — 1*(C7 — Cg), 7(Cs — Cg)— 1*(C4 — Co),n(Cs5 — Ce)—
1*(Cy — Cg),n(C7 — Cg) »7n*(C4 — Cy),n(Cy — Cg) »71*(Cs — Cg) are found to
be 20.07, 18.89, 20.49, 21.49 and 19.99 kcal/mol, respectively. Strong
electron delocalization is observed at conjugated bonds ED at n bonds
and ©* bonds in the phenyl ring, leading to the energy stabilisation.

Contributions from other interactions 6—c* were also observed.
Furthermore, the creation of other bonds that result in the stable crystal
structure of all compounds is greatly influenced by these interactions
[33]. Also, the stabilisation of the compound is greatly aided by the
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Energy Gap = 3.8956

Egxomo = -8.4071

Fig. 2. HOMO-LUMO plot of 1-acethyl-2(4-isopropoxy-3-methoxy phenyl) cyclopropane.

interlinkage of the electron lone pair on the oxygen atoms. It is evident
by the hyper-conjugative interactions of LP(2) O3 —n*(C4 — Cg), LP(1)
023— 6 *(C4 — Cs) and LP(2) Oy3— n*(Cs — Cg).

Mulliken atomic chargesand natural population analysis

Mulliken population analysis is a widely used technique in theoret-
ical chemistry to compute Mulliken atomic charges. This analysis assists
inunderstanding the distribution of electron concentration within a
molecule and provides insights into the reactivity and chemical behav-
iour of atoms [34]. It enables the analysis and prediction of various
molecular properties, including the dipole moment, polarizability,
electronic structure, and so on [35].

The reactive behaviour of numerous chemical systems can be deci-
phered and predicted using the Mulliken Population Method in both
electrophilic and nucleophilic reactions [36]. INnAMC compound, the
carbon atoms in the cyclopropane ring structure (C;p and C;3) and
attached to the oxygen atom Os; are positive, whereas other carbon
atoms remain negative. As the oxygen atoms are electronegative, they
possess negative mulliken atomic charges (O3 = —0.0521; Oy3 =
—0.116752; 037 = —0.289791) and acts as donor atoms.

Mulliken atomic charge obtained shows that Hy9(0.276953) atom
has acquired a higher positive atomic charge relative to the other carbon
atoms, oxygen atoms and hydrogen atoms due to more negatively
charged neighbouring atoms.Furthermore, all hydrogen atoms have
positive charges and serve as acceptor atoms. The carbon atoms in
benzene rings are negative as they share the electrons within the ring
equally due to conjugation [37].

The natural population analysis (NPA) of an organic compound
shows the distribution of electrons in various atomic orbital subshells
[38]. One of the key advantages of Natural population Analysis over
Mulliken population is that it can detect reactive sites as well as other
molecular interactions (including charge transfer) by treating natural
bond orbitals instead of treating all orbitals and being affected by basis
sets [39].

The calculated values of Mulliken charge distribution and natural

population Analysis of individual atom by NBO method utilizing the
GAUSSIAN 09 software B3LYP/6-311++ G(d,p) basis set are tabulated
in Supplementary Table 2. The visual representation of Mulliken atomic
charges and Natural population analysis is shown in Supplementary
Fig. 1.

According to the electrostatic perspective, more electro positivity
atoms are able to absorb electrons, and more electronegativity atoms
can readily give electrons. In the title compound, carbon (C;3) atom has
the more electropositive charge and oxygen atom (Og3;) has the more
electronegative charge. This is due to the donation and acceptance of
electrons between those atoms.

The natural energies of the AMC compound focused on the sub-shells
implies that:

Core: 35.98547 (99.9597 % of 36)

Valence: 97.64575 99.6385 % of 98)

Rydberg: 0.36878 (0.2752 % of 134)

Frontier molecular orbital analysis

One of the finest chemical stability hypotheses is the FMOs theory
using HOMO and LUMO [40]. HOMO is the maximum occupied mo-
lecular orbital whereas, LUMO is the minimum occupied molecular
orbital. The energy of the LUMO and HOMO molecules, along with their
energy gap, indicate the molecule’s chemical function and stability [41].

The title compound’s LUMO and HOMO orbitals exhibit an even
distribution of electron density, potentially leading to more interactive
characteristics [42]. The HOMO and LUMO energies offer details on the
distribution of energy and energetic behaviour. The Eyomo and Epymo
values having negative magnitude gives the stability of compounds [43].

The HOMO and LUMO energy describe the possibility of donating an
electron and receiving an electron.The higher the HOMO energy, the
more reactive the molecule is in the electrophilic reactions while the
lower the LUMO energy is for the molecular reactions with nucleophile
[44]. The energy difference between the HOMO and LUMO is the
HOMO-LUMO gap also called the energy gap. It also symbolises the
molecule’s biological activity.
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Table 2
Global Reactivity descriptors of 11-acethyl-2(4-isopropoxy-3-methoxy phenyl)
cyclopropane.

Molecular Properties Mathematical Description Energy(eV)
Enomo Energy of HOMO —8.4071
ErLumo Energy of LUMO —4.5115
Energy Gap AEg = Enomo — ELumo 3.8956
ITonization Potential (Ip) IP = — Epomo 8.4071
Electron Affinity (E5) EA= — Epymo 45115
Electronegativity (y) % = — 1/2(Erumo + Enomo) 6.1513
Chemical potential (1) 1 = 1/2(Erumo + Enomo) —6.1513
Global Hardness (1) N = 1/2(Erymo — Enomo) 1.9478
Softness (S) S=1/2q 0.2566
Electrophilicity index (®) »= p2/2r] 9.7131

The HOMO-LUMO energies of AMC compound was —8.4071 eV and
—4.5115 eV, respectively. The energy gap was found to be 3.8956 eV.
The HOMO cloud is focused on the phenyl ring and methoxy group, with
limited coverage for isopropoxy and cyclopropane groups. Similarly, the
LUMO cloud concentrates on phenyl ring, cyclopropane, and acethyl
group.The graphical representations of HOMO and LUMO are presented
in Fig. 2.

Molecules with a large HOMO - LUMO gap are characterized as hard
molecules, small molecules, and highly non-polarizable. Similarly,
molecules with a small HOMO - LUMO gap are characterized as soft
molecules, large molecules, and highly polarizable [45]. A small
HOMO-LUMO gap is associated with anti-aromaticity, whereas a large
gap depicts a high level of molecular stability and a low level of chemical
reactivity. [46].

Global reactivity descriptors

In DFT the commonly used global reactivity parameters are Elec-
tronegativity(y), electrophilicity index(®), hardness (1), softness (S) etc.
Recently, reactivity quantities were established to provide a concise
review of harmful contaminants and their selectivity at the location. A
compound’s molecular stability is determined by its hardness and flex-
ibility, which are dependable indicators of chemical stability.

The chemical hardness parameter(n) is helpful in understanding how
the chemical systems behave.Electro negativity refers to an atom’s
tendency to strongly entice electrons to form covalent bonds with it(y).
The term chemical potential(u) refers to the escaping tendency of elec-
trons. The higher the electronic chemical potential, the more unstable or
reactive the compound is [47].

Ionization Potential (I,) is the amount of time it took to liberate an
electron from the molecular system and convert it into a positively-
charged gas ion. Electron affinity (Ea) is defined as the rate of energy
evolved when electrons are added to a neutral gas atom to convert it into
a negatively charged gas ion [48]. For a molecular system, the global
softness (S) is the reciprocal of the global hardness (n) [49].
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Global hardness is a measure of the electron distribution resistance of
a group of nuclei and electrons [50]. Electrophilicity is used as a
structural depicter for chemical reactivity analysis of molecules.It’s a
measure of how likely a species is to accept the electrons. If the value of
(o) is low then the compound is nucleophile, similarly a high value of (®)
gives good electrophile [51]. The compound’s Global Reactivity
descriptorsare listed in Table 2.

For the title compound, the electrophilicity index(w) is calculated as
9.7131. The higher electrophilicity index value, indicates that it can act
as an electrophilic species and has a greater ability to bind to bio-
molecules [52]. The Global hardness () and Chemical potential (p)
values are calculated as 1.9478 and —6.1513, respectively. The title
compound is a soft compound with strong polarizability, as indicated by
the lower global hardness value and high negative chemical potential
[53].

Molecular electrostatic potential

Molecular electrostatic potential (MEP) is a map of the electrostatic
potential on a constant electron density surface [54]. It is primarily used
for site prediction and electrophilic/nucleophilic reactivity prediction. It
is also usedin the prediction of biological signals and molecular in-
teractions. [55]. Intermolecular interactions cause the negative atom’s
electrostatic potential to diminish and the positive area of the other
atom to become less positive [56].

Different hues represent different electrostatic potential levels. Red
and green shades indicate the least electrostatic potential, caused by a
large concentration of electrons, which attracts the proton.While the
highest electrostatic potential is revealed by the blue regionsdue to
proton repulsion in locations with low electron density and partial
shielding of the nuclear charge [57]. DFT calculations employing the
optimised structure with B3LYP/6-31G+(d,p) basis set was utilised to
estimate the MEP surface analysis of AMC compound. The MEP map is
shown in the Fig. 3.

The range in which the title compound has its colour code is of
—5.369e 2 to +5.369e’2.0xygen atoms are more electronegative in the
title compound as indicated by the red colour and is prone to the
nucleophilic attack. Similarly, the blue colour regions indicate the
electrophilic attack.The title molecule’s interactions and active sites
indicate the compound’s biological activity.

Non covalent interaction (NCI) analysis

The non-covalent interactions sites in actual space are graphically
visualised using the NCI analysis approach. A distinction was made
between hydrogen bonding, Van der Waals interaction, and steric
repulsion interactions with the aid of NCI approach [58]. Johnson et al.
examined theRDG techniques along with real spatial weak interactions
based on electron densities and their derivatives [59]. The RDG function

Fig. 3. Molecular electrostatic potential map of 1-acethyl-2(4-isopropoxy-3-methoxy phenyl) cyclopropane.
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Fig. 4. (a) Reduced Density Gradient scatter plot of 1-acethyl-2(4-isopropoxy-
3-methoxy phenyl) cyclopropane. (b) Reduced Density Gradient structure of 1-
acethyl-2(4-isopropoxy-3-methoxy phenyl) cyclopropane.

can be written as

1
RDG = 1/3 Ve (4};)3
2(3x%)"" p(r)

where p(r) denotes the electron density [60]. Multiwfnsoftware and
VMDprogram were used to calculate the results.Gnuplot software was
used to plot the RDG graph. Thegradient isosurfaces and RDG coloured
scatter graph were shown in the Fig. 4.

The NCI plot is calculated by plotting the RDG (reduced density
gradient) against the sign of A2 (eigenvalues of the electron density of
the Hessian matrix) multiplied by the density,p [61]. The nature of
interaction is predicted from (sign A2)p value. The value of (sign A2)pfor

(a)
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arepulsive interaction is greater than 0 [(sign A2)p > 0] and it is denoted
by red colour. For Vander Waals interaction the value of (sign A2)p is
equal to 0 [(sign A2)p = 0] and it is denoted by green colour. For
hydrogen bonding the value of (sign A2)p is less than 0 [(sign A2)p < 0]
and it is denoted by blue colour [62].

For the title compound, the red coloured interactions in the RDG
isosurface map depicts the steric influence in the range of (0.01-0.05) a.
u. Similarly, the blue and green colour interactions show the hydrogen
bonding (—0.05 a.u. to —0.02 a.u.) and Vander Waals effect (—0.02 a.u.
to 0.01) respectively.RDG isosurfaces exhibit a red spike indicating
steric repulsion in the middle of the phenyl ring. The existence of the
combined red and green peaks suggests a modest non-covalent inter-
action between the bonds.

Electron localization function (ELF) and localized orbital locator (LOL)
analysis

The topological analysis of ELF and LOL were performed by the
Multiwfn software. The Electron localization function (ELF) was used
with the relief map and the LOL maps were utilised to carry out surface
analysis based on covalent bonding [63]. Each atom’s electron envi-
ronment was outlined by a relief map with a large or small peak area.
These raise the prospect of discovering an electron pair on the molecular
surface [64].

Colour codes represent ELF values as red for high, yellow to green for
medium, and blue for low [65]. Increased electron localization in a
location result in increased ELF, while lower ELF leads to reduced
repulsion [66]. The reds and oranges hues, critical locations, trajec-
tories, chemical bonds, and chemically relevant regionsnear hydrogen
atoms in the ELF map depicts localised bonding or non-bonding
electrons.

ELF and LOL share the same chemical conflict due to their reliance on
kinetic energy density. However, ELF is derived from the electron pair
density. LOL merely displays the gradient of localized orbitals, and is
utilised when localized orbits overlap [67]. The bonded and non-bonded
electrons represented in the ELF and LOLcolour shade map for the title
compound is given in Fig. 5.

The ELF map is formed between the values of 0.0 and 1.0. The LOL
earns greater values > 0.5 in regions where electron density is domi-
nated by electron localization [68]. The delocalized electron domainis of
the range below 0.5. The delocalized electron cloud around carbon

(b)

1383 -922 {161 000 461 o2 183
Length unit: Bohr

Fig. 5. (a) Colour filled map for ELF. (b) Colour filled map for LOL.
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Fig. 6. Theoretical and experimental FT-IR spectra of 1-acethyl-2(4-isopropoxy-3-methoxy phenyl) cyclopropane.

atoms is shown by the blue coloured regions. In the LOL plot, electron
density in the centre of the few hydrogen atoms is greater than the limit
of the colour scale as indicated by the white colour.

AIM analysis

The types of distinct interactions in various molecular systems have
been studied in detail using the atoms in molecules theory (AIM). Also,
the concept of Hydrogen bonding is effectively explained by the AIM
theory [69].The bond critical points can be localised to calculate attri-
butes at specific positions in space.

The chemical bonds and strength between atoms are recognised
using the Bond critical point (BCP),which is the minimal charge density
over the bond’s strength [70]. Topological metrics such as kinetic en-
ergy densities (G(r), electron density (p(r),Laplacian A2 p(r), potential V
(1), total energy density H(r), and bond energy Ewere used to determine
BCP characteristics.The calculated values of electron density, Laplacian
values and ellipticity are tabulated in Supplementary Table 3. Supple-
mentary Figure 2 shows the AIM analysis in pictorial form.

Rozas et al. reported that there are three sorts of interactions: (i) for
strong H-bonds (sz) < 0; H < 0 and covalent in nature, (ii) for medium
H-bonds (pV?) > 0; H<0 and partially covalent in nature and (iii) for
weak H bonds (sz) > 0; H>0 and electrostatic in nature, where
pV2denotes the Laplacian of electron density and H denotes the total
electron energy density [71]. The negative values of (pv2) shows the
covalent bond interactions between the atoms.

In the title compound, except C;3 — O3; bond all the other atoms
exhibit covalent bond interactions and has strong hydrogen bonds be-
tween them as shown by the negative values of H and (sz). For the Cy3
— O31 bond, the value of H and (sz) are —0.6753 and 0.1053 respec-
tively. It shows the presence of medium hydrogen bond and partially
covalent character. Also, there are possibilities for intra hydrogen
bonding interactions between the O3 — Hoy atoms. Their Laplacian of
electron and overall electron energy density statistics are found to be

0.04548 and 0.001585 respectively. It shows the possibility for the
presence of electrostatic interactions and strong covalent bonds.

Fukui function

A prominent localised density functional descriptor for chemical
reactivity modelling and site selectivity modellingis the Fukui function.
It is frequently employed in reactive site prediction [72]. Fukui indices
indicates the atoms in a molecule that has a strong propensity to either
lose or absorb an electron. It enables us to anticipate the molecule’s most
susceptible atom to nucleophilic or electrophilic attack [73]. The Fukui
function is outlined as

=[50,

Where, p(r), N and vdenotes the electron density, number of elec-
trons and external potential, respectively [74].

Condensed Fukui functions are studied to determine each atom’s
ability to operate as a reactive site in a molecule. Fukui function f"(r) is
also referred as nucleophile attack index, which is the index which arises
when a molecule receives an electron.Similarly, the Fukui function f (r)
is referred to as electrophilic attack index which occurs when a molecule
has the tendency to lose an electron [75]. Condensed Fukui functions on
the k™ atomic site is calculated as

For Nucleophilic attack: ﬁ =qj (N + 1) - qi(N)

For Electrophilic attack: fj = qj(N) - q; (N-1)

For Radical attack: f? = %[ gj (N + 1) — gj (N-1)] where, gjrefers to the
charge of atom at the jth atomic site.

A novel dual descriptor, Af(r), has been proposed by Morrel et al. to
identify the chemical locations vulnerable to electrophilic and nucleo-
philic attack [76].The difference between the nucleophilic and electro-
philic Fukui functions is defined as the dual descriptor, Af(r) given by
the relation

For dual descriptor: Af(r) = [fi-fi]
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Fig. 7. Theoretical FT-Raman spectra of 1-acethyl-2(4-isopropoxy-3-methoxy
phenyl) cyclopropane.

If the dual descriptor value is greater than zero [Af(r)> 0], then that
site is susceptible to nucleophilic attack. Similarly, when the dual
descriptor value is lesser than zero [Af(r)< 0], that site is prone to
electrophilic attack [77].The visual representation of the isosurface map
for f~, f*, f* and dual descriptor obtained from the multiwfn software are
displayed in Supplementary figure 3 The fukui indices calculated using
the multiwfn software are tabulated in Supplementary Table 4.

For the title compound, the possible nucleophilic sites are Cy, O3, C7,
Csg, Co, C11, C12, C13, C14, C19, O23, Ca4, Has, Hag, Hao, H32 and H3g as they
have positive dual descriptor values. Similarly, the possible electrophilic
sites are Cy, C4, Cs, Cg, C10, Hi1s, H16, H17, Hig, H2o, H21, Hao, Hag, Haz,
Hgg, Os1, Hss, Hss, Hss, Hs; and Hsg as they have negative dual
descriptor values.

The order of vulnerability to nucleophilic attack is given by
C19>C1>C9>Cg>C24>C7>C11>03>Cqo
>Hgg>023>Has5>H36>H14>H3z0>H3z
>Ci3. Whereas, the order of vulnerability to electrophilic attack is given
by Ca>Hy1>H 16>Cs5>Hoo>Hs>H3g>Cg
>H17>Hy5>Hy7>C10>Hog>H3zs>H8>C4>H34>H37>Ho9>031>Hss.
The local behaviour of the molecule determines how it responds to
electrophilic and nucleophilic attacks throughout the reaction [78].

Vibrational spectral analysis

Depending on the distinctive vibrations of the methyl, phenyl,
carbonyl, and acethyl groups, the vibrational spectral analysis is carried
out [79]. It is now feasible to calculate theoretical vibrational spectra by
applying a wide range of quantum chemical techniques, including
variational, perturbational, density functional, and linked clusters
methods [80]. Among them PED analysis is a more precise method that
allows one to quantify the amount of movement of a specific set of atoms
in a normal mode [81].

The AMC compound contains 38 atoms and has 108 vibrational
modes. The modes of vibrations were specified by utilising the VEDA4
softwaredepending on the potential energy distribution (PED) analysis.
Thetheoretical and experimental FT-IR and FT-Raman spectra of AMC
compound was shown in the Figs. 6 and 7, respectively. According to
theoretical calculations, there are no hypothetical values for any of the
frequencies. Also, the theoretically calculated vibrational modes match
up with a significant percentage of the observed vibrational patterns. In
order to compare with the frequency investigations obtained, all the
calculated wavenumbers are scaled by 0.967. The computed vibrational
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Table 3
Vibrational assignments of 1-acethyl-2(4-isopropoxy-3-methoxy phenyl) cyclo-
propane using VEDA.

Mode Wavenumber (cm™) Assignments with PED
Nos. ,
Experimental Scaled
FT-IR

1 - 3110 vCy1H35(99)

2 - 3002 0CoHas(95)

3 - 3068 vCoH5g(99)

4 - 3062 vCgH37(92)

5 - 3057 0Cy2H30(91)

6 - 3048 0Cy1oH20(90)

7 - 3035 vC14H33(85) + vC;4H35(15)

8 - 3017 0C24H6(76) + 0C24H25(17)

9 3011 3019 vCy1H35(99)

10 — 3005 vC;H;5(12) + vC1H;7(84)

11 - 3004 vC1H;5(12) + vC H16(85)

12 _ 2999 0CiH;s(75) + 0CroHz0(21)

13 - 2992 0CigHz0(76) + 0CH;5(23)

14 - 2990 0C24H25(82) + VC4H26(14)

15 - 2978 vCy4H35(100)

16 - 2934 0C;H;5(86) + 0CHye(11)

17 - 2930 vC;H;5(85) + vC1H;6(15)

18 - 2924 0Cy4H33(15) + vC;4H35(85)

19 - 2918 vC2H;5(95)

20 2908 2911 0VCo4Hos5(11) + vCa4H26(10) +
0C24H27(78)

21 1691 1697 0031C13(88)

22 - 1589 0C,Co(64)

23 1556 1553 B CsCeC7(12) + 0C4Co(44)

24 1518 1485 0C4Cy(11) + P HysCoCs(22) + B
H5CeCr(12)

25 1461 1461 B Hi5C1H16(68) + tH15C1C2C19(24)

26 - 1459 BH25C24H27(73) + TH25C24023C5(20)

27 - 1444 TH;5C1C2C19(20) + PH;5C1H;6(64)

28 - 1438 BH15C1H16(70) + TH16C1C2Ho(10)

29 - 1436 BH25C24H26(68) + TH26C24023C5(13)

30 - 1432 BH35C11H36(37) + pH15C1Hi16(15)

31 - 1431 BH35C11H36(14) + pH15C1C16(52)

32 - 1426 PH25C24H26(68) + TH32C14C13C12(19)

33 - 1425 BH26C24H27(73)

34 - 1415 PH32C14H33(69) + TH32C14C13C12(22)

35 1389 1394 BH35C11H36(32) + 0CsCe(21) +
PH20C10C7(11) + PH37CsCo(12)

36 - 1375 vCsCg(15) + vC12C13(12) +
pH20C10C7(17)

37 - 1372 BH;5C1H16(78)

38 - 1357 BH;5C1H16(69) + TH15C203C4(11)

39 - 1339 BH15C203(53) + TH18C203C4(11)

40 - 1334 BH;8C203(68)

41 - 1322 pH18C203(10) + PH18C203(13) +
TH;8C203C4(43)

42 - 1315 BH18C203(12) + PH30C12C11(42)

43 - 1272 0C4Coy(54)

44 1248 1243 005C4(51) + PHagCoCy(17)

45 - 1230 0V03C4(11) + BH25C6C7(39)

46 - 1198 BH37CsCo(11) + BH29C10C7(11) +
003C4(20)

47 - 1189 004C4(12) + 0C11C1o(19) +
Ha5C24023Cs(13)

48 1162 1167 TH55C24023C5(42)

49 - 1151 PH15C1H16(14) + TH15C1C2C19(40)

50 - 1141 $031C13C14(10) + TH32C14C13C12(17) +
0C12C13(22) + PH30C12C11(15)

51 - 1130 vC7C10(27) + PH35CoCs(13)

52 - 1128 BHasCoqHoo(17) + THasCaqO25Cs(42) +
TH26C24023C5(32)

53 - 1116 BpH37C8C9(14)

54 - 1113 BC1C2035(10) + TH;7C;C2C10(11) +
vC;Co(35)

55 1100 1099 003C5(10) + TH15C1C2C10(17) +
TH29C10C7C6(20)

56 - 1095 TH;5C1C2C19(21) + TH29C10C7Ce(16)

57 - 1072 TH30C12C13C14(47) + PH35C11C12(16)

58 - 1041 1HsC19C15C14(71)

59 - 1021 0023C24(12) + PH2C6Cr(12) +
TH35C11C12C10(11)

(continued on next page)
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Table 3 (continued)

Mode Wavenumber (cm™!) Assignments with PED
Nos. .
Experimental Scaled
FT-IR

60 1008 1012 TH30C12C15C14(11) + THz2C14C15C12(41)
+ 0ut03;C12C14C13(18)

61 - 998 0023C24(45) + TH35C11C12C10(10)

62 942 935 0C;2C;13(13) + V03C2(12) +
TH32C14C13C12(18)

63 - 928 003C2(25) + TH32C14C13C12(14)

64 - 919 TH37CeCoCa(27)

65 - 915 TH;18C203C4(11) + TH;7C1C2C19(45) +
0C;Cx(12) + tH;5C1Hy6(10)

66 - 912 0C11C12(37)

67 - 904 vC;C(13) + BH15C1H16(11) +
TH;6C1C2C10(36)

68 - 902 TH37CgCoCa(34) + TH16C1CoC10(10)

69 - 866 TH28C6C7C10(56)

70 - 859 TH25C6C7C10(13) + tH35C11C12C10(12)

71 - 826 vC;Cx(52)

72 - 811 BC15C11C10(15) + TH37CgCoCa(55)

73 790 786 BC12C11C10(49) + PH37CgCoC4(17)

74 - 764 0C;2C;13(32) + PH35C11C12(24)

75 - 756 BCeCrCo(13) + 1C,Cr0(14)

76 - 715 1C4CoCgC7(60)

77 - 691 0C;C10(20) + PCoCsC7(22)

78 - 637 7C6C7C2Cy(10) + outCy(CeCsCr(35)

79 592 586 BO3C4Co(17)

80 - 583 outO31C12C14C13(29) + 1031C13C14(14)

81 - 574 out03;C12C14C13(10) + 0Cy2Cy3(10) +
$031C13C14(37)

82 - 541 BCsC,Ce(15)

83 - 487 7C4CoCgC7(14) + outO3CsCoC4(14)

84 - 461 1C4CoCgC7(17) + outO3CsCoCy(12) +
BO23C5C6(10)

85 - 448 outC;9C;03C2(49)

86 - 438 BC11C10C7(15)

87 - 388 0utC10CsCsCr(11) + PCr4C15C12(12)

88 - 368 $C14C13C12(10) + PC19C2C1(32)

89 - 359 $C24023Cs5(16) + 1C4CoCsC7(24) +
BC1C205(16)

90 - 321 BC1C203(11) + PC14C13C12(14) +
$C19C2C1(15)

91 - 306 TH16C1C2C10(10) + C1C205(16)

92 - 274 BC24025Cs(12) + 0utC10CeCsCr(19)

93 - 245 BC19C1C2(13) + BC4CyCs(10) +
$0O23C5Ce(12)

94 - 237 TH;16C1C2C19(76)

95 - 206 TH;15C1C2C19(72)

96 - 198 outC;3C10C11C12(17) + BC14C13C12(14)

97 - 177 0utC13C10C11C12(27)

98 - 145 1C6C7CgCy(27) + TC1C203C4(16)

99 - 135 TH35C24023Cs5(11) + TH26C24023Cs(11) +
0ut03CsCeCa(12)

100 - 125 TH26C24023Cs5(12) + PC203C4(13) +
TH34C14C13C12(11)

101 - 115 TH34C14C13C12(73)

102 - 101 BC10C7Cs(16) + TC1C203C4(16)

103 - 74 TH25C24023Cs5(11) + 1C1C203C4(41)

104 - 64 7C1C203C4(62)

105 - 54 1C505C4Cs(47)

106 - 48 1C7C10C11C12(73)

107 - 31 7C203C4C5(46) + 1C;11C10C;C6(12)

108 - 17 7C11C10C7Ce(61) + TC203C4Cs(11)

v — stretching vibrations; p — bending vibrations; T — torsion-in-plane vibrations;
out - out-of-plane vibrations.

wave numbers, Experimental values of FT-IR and FT-Raman in addition
to the PED Assignments are documented in Table 3.

C—C vibrations

The phenyl ring of the title compound is tri-substituted.For benzene
compounds, carbon stretching is typically quite significant in vibrational
spectra [82]. The projected range for C-C stretching vibrations is
650-1100 cm ! The substituted compound’s composition has no
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Table 4

Drug likeness parameters of the title compound.
Descriptors Calculated Expected
Molecular mass (Dalton) 248.32 <500
Hydrogen bond donor 0 <5
Hydrogen bond acceptor 3 <10
Log P 2.88 <5
Molar refractivity 71.32 40-130

discernible impact on these vibrations. The C-C stretching vibration
forthetitle compound was observed at 592, 790, 942, 1008 and 1100
em!in experimental FT-IR. The theoretical values of 793, 938, 1010
and 1091 cm ™! are also in the expected region.

The bending mode vibrations for the phenyl ring is found in the re-
gion of wavelength 1000-1300 cm 1. It is proved from the peaks in the
FT-IR experimental spectra at 1008 and 1100 cm L. The scaled values of
1243,1230, 1099 and 1021 cm ! confirmed it. The typical region for the
ring breathing vibration modes is in the wavelength between 1620 and
1400 cm™! [83]. During the ring "breathing" mode, all of the hydrogen
and carbon atoms move in phase towards and away from the ring’s
centre i.e., there may be stretching and contraction of C—C and C—H
bonds in the phenyl ring structure [84]. For the title compound, the
scaled vibrations in the region 1594-1515 cm™' confirms the ring
breathing vibrations. The torsional vibrations are found to be in the
region of wavelength 900-600 cm ™. It is validated from the sharp peak
in the FT-IR experimental spectra at 790 cm ™' and also 793 cm™! in
FT-IR theoretical spectra.

C—H vibrations

The C-H stretching mode vibrations are reported to be found in the
area having wavelength 3100-3000 cm ™! [85]. The stretching vibra-
tions of the phenyl C—H ring seem to be relatively faint due to effective
conjugation induced via steric effect [86]. This is proved from the RDG
plot of the NCI analysis for the title compound. The stretching vibrations
for the AMC compound are found in 3070-2900 cm ' region. It is
confirmed from the sharp peak in the theoretical spectra at 3008 cm™!
and 2903 cm™ L. In theexperimental FTIR spectra, it is evident from 3011
to 2908 cm ! values.

When a compound has a methoxy group, the lone pair of electrons on
the oxygen atom donates the electrical charge back to the ¢ * orbital of
Carbon-Hydrogen bonds, diminishing the C-H bond [87]. As the result,
the intensities of Infrared band of the Carbon-Hydrogen stretching
modes are boosted [88]. It is evident from the strong peak at 2908 em !
in FT-IR spectra. Also, the theoretically scaled values of 3048, 2990 and
2911 cm™! represents the stretching vibrations. For the title compound,
the scaled values of 3035 and 2095 cm ! represent the C—H stretching
vibrations of the carbonyl group.

The CH3 functional groups in the acethyl group have one symmetric
and two asymmetric CHj3 stretching vibrations [89]. A sharp peak was
detected at 2920 cm™ in the FT-IR spectra showed the acethyl group
stretching vibrations [90]. In the title compound, the scaled values of
2930 and 2924 cm ! confirms the above data.

Normally, there are several strong, sharp bands in the areas of
1000-750 cm ™! and 1300-1000 cm™!, representing the C—H out-of-
plane and in-plane bending vibrations respectively [91]. In this work,
it is evident from the sharp peaks in the experimental FT-IR spectra.
Also, the scaled theoretical values of 1372, 1357, 1339, 1334, 1322,
1198, 1151, 1116, 919, 904, 786, 764 and 756 cm ! showed good
agreement to this. The vibrations of the C—H bonds are strongly influ-
enced by the in-plane and out-of-plane bending of the carbonyl group
[92]. The substituent’s nature has no obvious effect on the bands in this
region [93]. Also, the scaled values agreed with the experimental data.

The torsion vibrations for the AMC compound are observed in the
range of 1500-1100 cm ™. The scaled values for torsional mode of vi-
brations are observed in 1357, 1339, 1322, 1157 and 1116 cm™'. The
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Fig. 8. Molecular Docking of the title compound with (a) antiviral protein, (b) antibacterial protein, (c) Anticanceral protein (d) antimalarial protein.

Table 5
The target proteins and docking activity of the title compound.

Protein (PDB: Binding Bond distances Binding energy (kcal/
D) residues A) mol)
1vzv THR113 3.10 -5.6
TYR155 3.34
SER103 2.97
GLU106 3.47
I GLU302 3.36 —-6.0
PHE273 2.90
LYS305 3.57
1GII ASP86 3.42 -5.3
ASP86 3.28
1LDG ASP53 3.27 -6.1
ASP53 3.34
ASP53 3.30
ASP53 3.47
IUE54 3.34

sharp peaks in the experimental FT-IR spectra at 1389 and 1162 cm™!
confirms the torsional modes of vibrations.

C—O0, C=0 vibrations

The carbonyl group is found in a wide variety of compounds, and
because of the C=0 stretching vibration, it exhibits an intense band in
the 1850 cm 1-1550 cm ™! region [94]. For the carbonyl group, C=0
stretching vibrations are found in 1695 cm™!. The sharp peak found in
the experimental FT-IR spectra in the wavelength of 1692 cm ™! confirms
the carbonyl stretching vibrations.

The C—O stretching is anticipated to be in the range of 1050-1000
cm ™. Electronic influences can cause the C—H stretching and bending
bands to change positions when the CH3 group has a direct bond with an
oxygen atom. Because of this, the O—CHg stretching bands cover a wider
area than the C—CHs group [95]. It is obvious from the scaled values of
1021 and 1012 cm™! and the experimental FT-IR values of 1008 cm ™.

The C—O-CH;s bending and torsional vibrations are look forward to
be obtained in the range of 1200-1100 cm ™. It is evident from the
scaled values of 1198, 1167 and 1128 cm ™! and the experimental FT-IR
values of 1162 cm™!. The scaled values of C=0 bending vibrations for
the AMC compound is observed in 1157 and 1012 cm™. The regions
from 725 cm ™! to 595 cm ! are predicted to exhibit torsion in-plane and
out-of-plane vibrations [96]. For the title compound, the scaled values of
torsional vibrations are 583 and 574 cm .

10

Drug likeness

Drug-likeness isone of the most significant variables in the early
phases of drug discovery. Drug likeness a qualitative property of
chemicals that describes how closely a compound’s qualities resemble
those of already-approved drugs [97]. The most popular way to judge
drug likeness is through rules, the most well-known of which is Lip-
inski’s Rule of Five (Ro5) [98].

The relationship between physicochemical and pharmacokinetics
indices is illustrated by this rule-of-five [99]. According to Lipinski’s
rule, an orally active drug-like compound cannot violate more than one
of the following conditions: its molecular weight shouldn’t exceed 500
Da, its hydrogen bond donors shouldn’t exceed 5, its hydrogen bond
acceptors shouldn’t exceed 10, its molar refractivity should lie between
40 and 130, and its log P shouldn’t exceed 5 [100].

A few key variables, including the compound’s rotatable bonds, logP,
molar refractivity, hydrogen bond acceptors (HBA) and donors (HBD)
numbers, are utilised to determine the drug-likeness quality of the
molecule [101]. The drug likeness properties are calculated by using the
SwissADME software and the obtained results are organized in Table 4.

For title compound, the Molecular mass is calculated as 248.32 Da.
The hydrogen bond donors and acceptors are calculated as 0 and 3
respectively. The molar refractivity is calculated as 71.32. The log P
value is obtained as 2.88 which is analysed to be within the suitable
range.

From the drug likeness results, the title compound complies with
Lipinski’s rule of five with no violations and it can be used as an active
prospective drug. It is also confirmed from the docking results, as the
title compound has high binding affinity (—6.1 kcal/mol) towards the
antimalarial protein and exhibits good antimalarial activity.

Molecular docking

Molecule docking has grown to be a significant step in the drug
discovery process due to its perceived ease of use and relatively low-cost
consequences [102]. When proteins, enzymes and nucleic acids interact
with tiny molecules to form supramolecular complexes, their biological
function may be enhanced or inhibited [103]. Docking is a computa-
tional molecular modelling technique used to forecast how an enzyme
will interact with ligands, or tiny molecules. The interaction of the
protein-ligand complex and binding energy are predicted via molecular
docking [104].

For the molecular docking, the title compound optimized with
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Fig. 9. Ramachandran plot for (a) antiviral protein, (b) antibacterial protein, (c) Anticanceral protein (d) antimalarial protein.
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Fig. 10. The cytotoxic effects of 1-acethyl-2-(4-isopropoxy-3-methoxyphenyl)
cyclopropaneonHelLa cells after 48 h of treatment with various concentrations.

control 100 pM

minimum energy at the B3LYP/6-311++G(d,p) level of basis set is
prepared as the ligand in the pdb format using open babel software. The
target proteins are downloaded in pdb format from the RCSB Protein
data bank.By using the pymol software, the target proteins were pre-
pared by removing the solvents, co-crystallized ligands, organic com-
pounds and water molecules. The molecular docking is done using the
PyRx application.

For the preset study, the targeted proteins are antiviral [PDB: 1VZV],
antibacterial [PDB: 1J1J], anticanceral [PDB: 1GII] and antimalarial
proteins [PDB: 1LDG]. The molecular docking of the title compound
with the targeted proteins is displayed in the Fig. 8. The docking pa-
rameters like binding residues, binding energy and bond distances of the
protein-ligand interactions are calculated using the PyRx application.
The docking parameters are tabulated in Table 5.

The title compound is docked with the antiviral protein 1VZV. It
creates four interactions with the amino acids namely THR113, TYR155,
SER103 and GLU106. The amino acids in the AMC compound reacted
with the oxygen atoms. The bond distance between the amino acids
THR113, TYR155, SER103 and GLU106 are 3.10, 3.34, 2.97 and 3.47,
respectively. The protein ligand binding affinity is calculated as —5.6
kcal/mol. Based on the acquired results, the title compound exhibits
good antiviral activity.

Then the title compound is docked with the antibacterial protein

150 pM 200 pM

Fig. 11. Changes of the HeLa cells morphology after 48 h treatment with 1-acethyl-2-(4-isopropoxy-3-methoxyphenyl)cyclopropane.
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1J1J. It generates three interactions with the amino acids namely
GLU302, PHE273 and LYS305. The amino acids in the AMC compound
reacted with the oxygen atoms.The bond distance between the amino
acids GLU302, PHE273 and LYS305 are 3.36, 2.90 and 3.57, respec-
tively. The protein ligand binding affinity is calculated as —6.0 kcal/
mol. In light of the obtained outcomes, the title compound exhibits good
antibacterial activity.

For the anticanceral activity, the title compound is docked with the
anticanceral protein 1GIL It produces four interactions with the amino
acids namely ASP86 and ASP86. The amino acids in the AMC compound
reacted with the oxygen atoms. The bond distance between the amino
acids ASP86 and ASP86 are 3.42 and 3.28, respectively. The protein
ligand binding affinity is calculated as —5.3 kcal/mol. Considering the
obtained effects, the title compound exhibits good anticanceral activity.

For the antimalarial activity, the title compound is docked with the
antimalarial protein 1LDG. It produces five interactions with the amino
acids namely ASP53, ASP53, ASP53, ASP53 and IUE54. The amino acids
in the AMC compound reacted with the oxygen atoms. The bond dis-
tance between the amino acids ASP53, ASP53, ASP53, ASP53 and IUE54
are 3.27, 3.34, 3.30, 3.47 and 3.34, respectively. The protein ligand
binding affinity is calculated as —6.1 kcal/mol. Taking into account the
acquired accomplishments, the title compound exhibits good antima-
larial activity.

Ramachandran plot for the targeted proteins is displayed in the
Fig. 9. From the Ramachandran plot, the stability of the protein selected
for the binding interaction is indicated by the fact that 90 % of the amino
acids are located in the allowed region, which is indicated by the colour
red, and very few are located in the disallowed region.

From the molecular docking results, the docking arrangement of the
ligand with the protein discloses that the only location undergoing bond
formation is the electronegative oxygen atom.This interaction verifies
the title compound’s bioactivity, which was evident from the charge
transfer from LP1(O23) — 6* (C4—Cs) in NBO analysis.Also, it is evident
that the title compound has high binding affinity (—6.1 kcal/mol) to-
wards the antimalarial protein compared to other proteins. Thus, it ex-
hibits good antimalarial activity.

Cytotoxic effect

Cytotoxic effect of the title compound been tested on HeLa cells. Cells
were seeded in a 96-well plate at 3 x 103 cells/well. The cells were
incubated at 37 °C in 5 % CO2 atmosphere and absolute humidity for 48
h with concentrations (100, 150 and 200 pM) in triplicate. Then, the cell
culture media was removed, and 100 pL of MTT solution (3-(4,5-dime-
thylthiazol-2-yl)—2,5-diphenyltetrazolium bromide, 0.5 mg/mL) was
added to each well. After 2 h incubation at 37 °C, MTT solution was
removed and 150ul of DMSO was added to the wells.

The absorbance was measured at 595 nm using a multiplate reader
(Zenyth 3100, AnthosLabtec Instruments).

The percentage of cytotoxic cells was calculated using the formula:

Cytotoxicity(%) = (1 — (exp.group(ABS)) / (control group(ABS)) x 100)

of 1-acethyl-2(4-isopropoxy-3-methoxy phenyl) cyclopropanehave
cytotoxic activity against HeLa cells line. The Compounds showed better
cytotoxic effects with (100 pM- 31.26 %; 150 pM-64.82 %; 200
HM-77.02 %).In order to determine the cytotoxic effects of the title
compound on the morphology of treated and untreated HeLa cells, the
phase-contrast microscope is used. The HeLa cells were seeded in a 24-
well plate and incubated for 48 h with different concentrations pyr-
azolines (100, 150 and 200 pM). Morphological changes of both,
experimental and control HeLa cells, were visualized with phase
contrast microscopy under 100 X magnification on Olympus microscope
(model BX51). Figs. 10 and 11 shows thecytotoxic effects and Changes of
the HeLa cells morphology after of 1-acethyl-2-(4-isopropoxy-3-methox-
yphenylcyclopropane. The results showed that the compound 1-
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acethyl-2-(4-isopropoxy-3-methoxyphenyl)cyclopropane induced
morphological changes of HeLa cells in dose dependent manner
compared to the control group. Morphological changes (loss of shape
cells and decrease in the number cells) were observed by phase-contrast
microscopy.

Conclusion

Using the quantum chemical computations, the structural, vibra-
tional and topological characteristics of the compound was studied.The
6-311++G(d,p) basis set was used to optimise the Molecular geometry
employing DFT-B3LYP and the structural parameters were identified.
The intra- and inter-molecular interactions calculated from the NBO
analysis confirms the bioavailability of thecompound. The HOMO-
LUMO energy values and the global reactivity descriptors were also
calculated. The HOMO-LUMO energy gap is calculated as 3.7434 eV
which also accounts for the biological activity of the molecule. The
vibrational spectra were thoroughly interpretedwith the aid of VEDA
software. FT-IR and FT-Raman spectra have recorded and the values
agreed with the theoretical vibrational assignments. The steric repul-
sion,weak and strong attractionsof the tile compound was analysed by
using the NCI approach. MEP and the topological analysis like ELF, LOL,
Fukui, AIMetc, were utilised to evaluate the title compound’s reactive
sites and electron distribution. The drug likeness studies strengthens
that the title compound can be utilised as an active medication to treat
specific illnesses.For the molecular docking studies, the target protein is
docked with antiviral, antibacterial, anticanceraland antimalarial target
proteins.Also the Ramachandran plot is potted for the targeted proteins.
Among them the title compound has high binding affinity (—6.1 kcal/
mol) towards the antimalarial protein and exhibits good antimalarial
activity.
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ABSTRACT

Polyacrylic acid is an acrylic polymer. It is a synthetic polymer with a high molecular weight. Polyacrylic
acid is synthesized using Free radical polymerization, using hydrogen peroxide as initiator as well as an
oxidizing agent and ascorbic acid as reducing agent and with the monomer acrylic acid to give polyacrylic
acid. It's like a free radical redox reaction.

The characterization of Polyacrylic acid can be done through spectroscopic studies like Fourier Transform
Infrared Spectroscopy ( FTIR) and UV spectroscopy. FTIR determines the functional group of polyacrylic
acid and the UV analysis determines the metal present in the polymer. PAA can be used as thickening agents
in pharmaceuticals and cosmetics, paint additives, adhesives and sealant chemicals etc. PAA is a
superabsorbent, non-toxic, non-irritating and biodegradable synthetic polymer:

Keywords: Polymer, Molecular Weight, FTIR, Uv-Visible

INTRODUCTION

Polymers are amorphous solid consisting of very large molecules known as macromolecules, containing
many repeating subunits. The word polymer arise from Greek words called Poly' as "many" and 'mer' means
"unit". Polymer molecules are very large and has a high molecular weight. Polymers are classified as natural,
bio, and synthetic Polymers. Polymers has no specific length and they don't form crystalline structure.
Polymers have unique properties depending on the type of molecules being bonded and how they are bonded
ie, some Polymers have properties like bending and stretching eg, rubber and polystyrene, but others are hard
and brittle and tough eg, epoxies and glass (1).

Polymers has wide variety of applications in our modern and developing world, such as Polymers are used
for making plastics many household things also. Polymers are used in industries in pharmaceuticals and in
many other fields (2-4).
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Polymerization is a method where the synthetic Polymers are produced by combaining smaller molecules that
is monomers into a chain which is held together by the means of covalent bond.

Now in this modern world Polymers are used on every single area ie,for example grocery bags, soda and water
bottles, textiles, paints, food packaging, pharmaceuticals and cosmetics etc (5).

Polyacrylic Acid

Polyacrylic acid is an amorphous synthetic polymer with a high molecular weight. PAA is a non-
toxic, non-irritating, biocompatible and 26% biodegradable polymer, has many variety of applications in
many fields which have been found in recent years. It is hygroscopic when absorbs water and brittle under
normal condition

Polyacrylic acid has the ability to absorb and hold water molecules even if it expands to many times from
their original volume. This behavior of polyacrylic acid makes a base for varieties of applications. Its
approximate molecular weight is 450,000 and it cannot be dissolved in its monomer but is soluble in water,
dioxane, ethanol, methanol and it's viscosity is 700cp. PAA is water sensitive polymer to serve as plastics.

MATERIALS:

Acrylic acid as monomer, hydrogen peroxide, ascorbic acid, and sodiumhydroxide and chromiumoxide.

METHOD:

Into an 200 ml clean and dry beaker 10ml of acrylic acid is taken and about 2.5g of ascorbic acid is
weighed and transferred in an another clean dry 100ml beaker and is dissolved in 10ml-of distilled water. This
10ml ascorbic acid is then combined with the 10ml of acrylic acid taken in the 200ml beaker and this mixture
is kept on a magnetic stirrer. 2ml of hydrogen peroxide was added drop by drop while stirring.

Figure 1. Polyacrylic Acid
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From the prepared polymer the metal addition is done. The metal addition is done in two ways, direct method
and indirect. For direct method, a small amount of polymer about 6g is weighed and about 5ml of 1M
chromiumoxide is added and a polymer metal complex is obtained. In indirect metal addition, about 3g of
polyacrylic acid is weighed and dissolved in 200ml water taken in a 250ml beaker and kept in a magnetic

stirrer. After dissolving completely 25ml of chromiumoxide is added and continued stirring for 30 minutes
after that polymer metal complex is formed.

RESULT AND DISCUSSION:

Polyacrylic acid was successfully synthesised via free radical redox polymerization. It also undergoes
redox reaction as the hydrogen peroxide act as an oxidizing agent and the ascorbic acid act as reducing agent.
It's an uncontrollable free radical Polymerization reaction.

Obtained product that is Poly acrylic acid is in solid form with a pale yellow transparent and on oxidation with
atmospheric oxygen it becomes dark brown color. On adding water to the polymer it absorbs maximum water
and swell. Due to this water absorbing property it can be used for many applications one of its applications is

water treatment. And of capable of forming gels it is used for varieties of applications such as in
pharmaceuticals, cosmetics, skin care products etc.

The molecular structure is determined using FTIR Spectroscopy (NIIST Trivandrum) and metal addition is
analyzed by UV analysis taken from (NMCC College,Marthandam).

Fourier Transform Infrared Spectroscopy:
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Figure 2: FTIR of Polyacrylic acid
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In FTIR analysis it shows the presence of six peaks which represents the functional

group present. Here 3270.72cm! indicates the presence of —OH group. 1640.04cm™! represents the presents of
mono-substituted alkenes, 1552.24cm™ shows the presence of carboxylic acids group, 1399.26cm™! indicates
the presence of -CH aliphatic bending group and 1039.48cm™ represent that it contains polysaccharide and
also has a peak range at 512.43cm™! which indicates the presence of a specific chemical bond or functional

group and contains a C=0 bond stretching.
UV analysis of Metal addition in Polyacrylic acid:

Chromium metal in Poly(acrylic) acid is determined by UV analysis. The UV analysis shows an peak at
the range of 372.16nm, 0.597abs for sample ‘A’ and it shows 373.17nm, 1.580abs for sample ‘B’. That is the

sample may contain nano-particles and may have surface Plasmon resonance.
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Figure 3: Uv spectra of Polyacrylic acid after metal addition
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CONCLUSION
The preparation and characterization of polyacrylic acid is done successfully via series of experiments and
analysis. It is synthesized via free radical redox polymerization and characterized using FTIR spectrum and

UV spectrum. It acts as a good absorbing compound so called superabsorbant. It is 26% biodegradable and
biocompatible synthetic polymer.
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Abstract: The big data revolution and the growth of information technology have had a profound influence on many areas of our life.
Many farms today employ precision farming techniques and capture enormous volumes of data. Making the most of these datasets for
decision support requires integrating data from several sources, doing analysis rapidly, and generating conclusions based on the results.
In order to analyse agricultural data from several sources, this study presents a framework that utilises cloud-computing. This approach is
more scalable, adaptable, cost-effective, and easy to maintain than existing alternatives. Based on extensive interviews, surveys, and
literature reviews, the framework offers a workable architecture for cloud-based services for data integration, analysis, and visualisation.
This skeleton architecture was used to construct many programmes; as we learned more and faced tougher problems, we tweaked the
plan to make it work better. We demonstrate the framework's value with several example applications. Each use case has its own specific

requirements for data integration; therefore, it makes use of a different set of services from the suggested architecture.

Keywords: Agriculture, Big Data, cloud computing, data analysis, data integration, data visualisation, decision support systems.

1. Introduction

Precision farming techniques have significantly increased
as a result of the usage of IT and big data in agriculture.
(also known as Agriculture 3.0). Sensors, satellites, and
other technologies are used by a wide variety of
agricultural information systems (IS) to gather information,
such as soil nitrogen concentrations, and
temperature gradients between the ground and the air. In

moisture,

addition, databases spanning many years are increasingly
becoming accessible, allowing researchers to examine data
trends across time. These advancements have led to a "data
overflow" problem, For effective data retrieval and
analysis, the article emphasises the significance of
cognitive storage and processing abilities. Another issue is
that many farms still use incompatible data management
systems, meaning they are missing out on opportunities to
enhance the quality of their decision-making tools.

Information gathered and analysed from many sources is

crucial for better agricultural decision-making. For
example, in addition to weather, topological terrain,
irrigation, and agricultural yield data, information on
beehive treatment, plants growing in the area of the hive,
and honey production levels might be useful for making
management decisions. Integrating data is a great first step

toward better decision making, but it is not sufficient on its
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own. Users also need quick and simple access to the data
and the ability to make actionable conclusions.

A major deficit in the capacity to combine data from
different agricultural resources was already apparent in the
early days of recent years. The large amounts of data
generated by precision agriculture constitute a "data
overflow" They emphasise the
standardised data transfer and tools for managing and
information. There have been subsequent
presentations of other strategies for integrating and
managing agricultural data.

concern. need of

analysing

In order to analyse agricultural data from several sources,
this study presents a framework that utilises cloud-
computing. This approach is more scalable, adaptable,
cost-effective, and easy to maintain than existing

alternatives.

The framework establishes a practical architecture of
cloud-based services for the purposes of data integration,
analysis, and visualisation. Users can take use of the
framework's included services, or they can utilise those
services as a foundation to create their own. It should be
noted that the framework is meant to include and process
data from both new and current external databases, while
making use of existing software services whenever

practical.

Numerous applications and demonstrations of the
framework's effectiveness are provided. Each use case has
its own specific requirements integration;
therefore, it makes use of a different set of services from

the suggested architecture.

for data
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The study makes use of cloud computing, which has
benefits  including  cheaper
computational capabilities, flexibility, and outsourced IT
infrastructure management, to analyse and aggregate
agricultural data from diverse sources. This is especially
crucial in agriculture, where farmers sometimes lack the
tools for digitalization and vast amounts of data must be
monitored and analysed since data is constantly being
collected.

prices, on-demand

The research approach, design science, requirement
analysis stage, background knowledge on cloud computing
and data integration techniques are all included in the
article. Along with two use cases and a functional
framework to illustrate its use and many features, it also
offers a full analysis of the results. The conclusions are
discussed in Section 4.

2. Literature Survey
The study's two key goals are:

In order to improve farm management and decision-
making, it would be useful for farmers to have access to a
framework outlining a cloud-based services architecture.
The infrastructure services allow for the development of
novel agricultural offerings.

Explain how you may use cloud computing to integrate
and analyse data in the agricultural sector. Here, we
provide two programmes that might serve as examples
when developing novel data-integration services.

Our research strategy was motivated by the design science
paradigm [1]. Based on 1) Through a study of the
literature, unstructured interviews with Indian farmers, and
agricultural research, a framework for cloud-based services
for agriculture was created.

Based on the requirements of diverse farms, a framework
is created for various farm situations. On top of the
framework, cloud-based services are developed, with
illustrations shown for each situation.

e Developing a system to compile data from many
sources on the RPW's geographic distribution and
display it on a map.

e The development of an ontology-based pest control
DSS.

e Models can optimise irrigation schedule, estimate
yield, and predict disease by using data from sources
including soil and plant sensors and weather stations.

e Abeechive management system that keeps track of
treatment data for all of the beehives is essential for
analysing productivity in connection to treatments
and bee genetic lines.

e We built a dashboard that aggregates data from
several sources and presents several key performance

indicators (KPIs) pertinent to farming in order to
better help farmers in making educated decisions.

¢ A major field crop farm is now putting a cloud-based
farm management system into place.

e Development of an agricultural machinery selection
aiding system.

e Making a smartphone app to gather and analyse
complaints of insect damage from a broad population.

Due to space limitations, we will only be able to cover the
first two conceivable uses. An ETL process that involves
data collection, transformation, and loading into a single
database is shown in the first use case (RPW). The second
example (DSS for pest control) exemplifies knowledge
management and reuse while highlighting the Semantic
Web's and  ontologies'  possibilities.  (Irrigation
recommendation), we see how machine learning
technology combined with data fusion can forecast how
much water should be utilised for irrigation.

As we developed applications and services to fulfil the
required use cases, we improved and extended the
framework.

Following this is an introduction to the issue of data
integration, followed by detailed explanations of how to do
a needs assessment and make use of cloud computing for
agricultural purposes.

2.1. Needs Assessment

As mentioned above, the first framework was developed
with the use of interviews and surveys to gather
information on farmers' and experts' needs from a variety
of agriculturally-related agencies. In all, 117 farmers were
polled [2]. In the polls, farmers were asked whether or not
they were currently using certain agricultural treatments,
whether they were familiar with them but had no intentions
to employ them, and whether or not they were familiar
with them at all. Different application-specific responses
are shown in Figure 1's frequency distribution. With these
results in mind, it's evident that many agricultural
applications are crucial for farmers right now.
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Usage distribution of different applications

Fig 1. Proportions of the population that have used, are
familiar with, or intend to use a certain app.

According to [2]'s research, by conducting interviews with
farmers and specialists from different agricultural
organisations, we were able to compile the following broad
areas of functionality required in agricultural software.

e There is an urgent need for individualised
management and decision-making resources for rural
professionals.

e The interface of a system should be easy to use and
flexible enough to accommodate different sorts of
users. Software with a basic interface is ideal for
those with less technical knowledge.

e Automated and straightforward software is required
for efficient data management. The user should be
able to simply add and programme new automated
operations into the system.

e Moreover, the user should have complete control over
the processing and analytic parameters. Advanced
users may want to try out new methods.

o It's specialised knowledge,
particularly rule-based expertise, to adapt systems to
particular environments and take into account users'
abilities, habits, and preferences. (such as risk

profiling, for instance).

essential to have

e More standardised, top-notch computer systems are
urgently required to cut down on learning time and
effort and guarantee
performance.

excellent technological

e We have read research on cloud-based agricultural
systems and precision agriculture, as well as extra
needs like:

e  Assist with cordless, unobtrusive spying [2].

e The interface is offered in the farmer's native tongue,
and the same information may be supplied in other
systems, native languages. [3].

e  storage capacity [7].

e  Multiple types of information must be measured or
gathered to give
Measuring data (together with timestamps) is better

useful decision assistance.

collected over time than it is collected quickly and
then forgotten.

e The text promotes the use of open data standards,
interfaces, and protocols for easy interoperability
with other software applications and data sources,
both locally and remotely over the internet, which is
essential for facilitating compatibility with more
antiquated systems and decentralised architectures.
[5].

e The capacity to support a sizable and growing
number of users and data sources [6].

e Meta-data support for data portability across
programmes; this feature allows for easier sharing of
information across programmes.

e Cost Effective.

2.2. Services using Cloud Computing

On-demand self-service, which enables users to provision
resources as needed, broad network access, which
encourages the use of a variety of client platforms,
including smartphones, tablets, and personal computers,
and elastic resource provisioning, which enables resource
access over the network are all features of cloud
computing.

As a result of these features, cloud computing offers
several advantages. As a first step, cloud computing makes
it possible for customers to pay for computing resources
and services on an as-needed basis [3], [7]. This reduces or
eliminates the need for customers to make large initial
expenditures in computer hardware and software. The
second advantage is that it enhances the scalability and
responsiveness of programmes to altering business
requirements by making computer resources accessible
swiftly (within minutes). In addition, virtualization and
other cloud-specific parallel processing technologies (like
Spark and Hadoop) boost application performance [4].

Users may access networked computers from any place by
outsourcing IT infrastructure management to external
cloud service providers, which can lower IT maintenance
costs and remove the need for internal IT staff. [4].

While infrastructure-as-a-service (laaS) offers processing,
storage, and network resources on demand for software
deployment, software-as-a-service (SaaS) is the cloud-
based deployment and operation of software. Platform-as-
a-Service (PaaS) enables programmers to create and
deploy software using the IDEs, libraries, APIs, and tools
provided by cloud computing, which is rapidly being
investigated for use in the agricultural sector.

With the use of precision agricultural technology, farmers
and scientists may gather enormous volumes of data on
variables such as crop product